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Abstract. We consider a mathematical model that describes the interactions
of the HIV virus, CD4 cells and CTLs within host, which is a modification

of some existing models by incorporating (i) two distributed kernels reflecting

the variance of time for virus to invade into cells and the variance of time
for invaded virions to reproduce within cells; (ii) a nonlinear incidence func-

tion f for virus infections, and (iii) a nonlinear removal rate function h for

infected cells. By constructing Lyapunov functionals and subtle estimates of
the derivatives of these Lyapunov functionals, we shown that the model has

the threshold dynamics: if the basic reproduction number (BRN) is less than

or equal to one, then the infection free equilibrium is globally asymptotically
stable, meaning that HIV virus will be cleared; whereas if the BRN is larger

than one, then there exist an infected equilibrium which is globally asymptot-
ically stable, implying that the HIV-1 infection will persist in the host and the

viral concentration will approach a positive constant level. This together with

the dependence/independence of the BRN on f and h reveals the effect of the
adoption of these nonlinear functions.

1. Introduction. Recently there has been a substantial effort in the mathematical
modeling of virus dynamics, primarily motivated the HIV and AIDS epidemic, see,
e.g., [3, 4, 26, 30]. Those mathematical models can provide some insights into the
dynamics of HIV viral load in vivo and may play a significant role in the development
of a better understanding of HIV/AIDs and drug therapies. For example, they
provided a quantitative understanding of the level of virus production during the
long asymptomatic stage of HIV infection; see [8, 28, 29].

Note that the immune response after viral infection is common and is necessary
for eliminating or controlling the disease. Antibodies, cytokines, natural killer cells,
and T cells are essential components of a normal immune response to a virus.
In most virus infections, cytotoxic T lymphocytes (CTLs) play a critical role in
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antiviral defense by attacking virus-infected cell. It is believed that they are the
main host immune factor that limits the extent of virus replication in vivo and
thus determines virus load. Therefore, the interaction of HIV virions and CTLs
response has recently drawn much attention of researchers in the related areas (see,
e.g., [1, 2, 3, 5, 8, 10, 11, 17, 22, 25, 31, 32, 33, 37, 38] and the references therein).

Many existing mathematical models for HIV infection with CTLs response are
given by systems of ordinary differential equation (ODE) (see, e. g. [2, 12, 13, 3, 15,
19, 25]). However, time delays can not be ignored when modeling immune response,
since antigenic stimulation generating CTLs may need a period of time, that is, the
activation rate of CTL response at time t may depend on the population of antigen
at a previous time. Based on such a reality, in [5, 9, 10, 22, 27, 31, 33, 37, 38],
a time delay was incorporated into HIV infection models with immune response.
It has been found in [10, 31, 33, 38] that the delay in activating immune response
could lead to very complicated dynamics including stable periodic solutions and
chaos, and such complicated dynamical behaviors may well explain irregularity of
real time series data for the immune state of a patient.

Besides the delay to immune response, it has been realized recently that there are
also delays in the process of cell infection and virus production, and thus, delays
should be incorporated into the infection equation and/or the virus production
equation of a model. For example, a discrete delay was considered in [23] in an
HIV infection model to account for the intracellular delay in the absence of immune
responses. By comparing their results to those from the corresponding models
without delay, the authors in [23] showed that the predicted rate of decline in
plasma virus concentration depends on the length of the delay. Zhu and Zou [36]
investigated a model with a discrete delay in the infection equation and another
discrete delay in the virus production equation; by analyzing the two delay model,
they found that large delays can help eliminate the virus. Zhu and Zou [37] added
a discrete intracellular delay in HIV infection model with immune responses and
their results show that larger intracellular delay may help eradicate the virus, while
the activation of CTLs can only help reduce the virus load and increase the healthy
CD+4 cells population in the long term sense. Arguing that constant delays are not
biologically realistic, [20, 21, 31, 34] provocated the use of distributed intracellular
delays represented by general kernel functions. As a follow-up of [21], Liu and
Wang [18, 24] investigated an HIV-1 infection model with a distributed intracellular
delay in the infection equation and another distributed intracellular delay in the
virus production equation (without considering the immune responses). Nakata
[22] investigated the stability of an HIV-1 infection model with immunity mediated
and two distributed intracellular delays incorporated.

In this paper, following the line of [3, 18, 22, 23, 24, 36, 37] in the context
of delays, we incorporate a distributed delay into the cell infection equation and
another distributed intracellular delay in the virus production equation in an HIV-1
infection model with mediated immunity. Moreover, we allow a nonlinear incidence
rate and a nonlinear removal rate for the infected cells. That is, we propose the
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following model:

x′(t) = µ− kx(t)− αx(t)f(v(t)),

y′(t) = α
∫∞
0
G1(τ)x(t− τ)f(v(t− τ))dτ − ry(t)− βy(t)h(z(t)),

v′(t) = Nr
∫∞
0
G2(τ)y(t− τ)dτ − dv(t),

z′(t) = λy(t)− qz(t),

(1)

where x, y, v and z represent the concentrations of uninfected target cells, pro-
ductively infected cells, free virus in the serum, and the effector cell of CTLs, re-
spectively. The parameter µ is the rate at which new target cells are generated, k
is the death rate of the susceptible cells and α is the constant characterizing the
infection rate. The infected cells are assumed to die at a rate r (say, via lysis) due
to the action of virus, each releasing N new virus particles as the lysis of infected
cells occurs. Virus particles are cleared from the system at rate d. β accounts
for the strength of the lytic component. Effectors are generated in the presence of
infected cells at rate λ, and q is the death rate for CTLs. To account for the time
lag between viral entry into a target cell and the production of new virus particles,
two distributed intracellular delays are introduced with kernel functions given by
Gi(τ) = fi(τ)e−miτ , (i = 1, 2). G1(τ) is the probability that target cells contacted
by the virus particles at time t − τ survived τ time units and become infected at
time t and G2(τ) is the probability that a cell infected at time t− τ starts to yield
new infectious virus at time t. Since our focus here is on the virus production part
and (1) already contains two distributed delays, we neglect the delays in activating
CTLs in this work to avoid further complicating the model.

All parameters in (1) are assumed to be positive. The function f(ξ) denotes
the force of infection by virus at density ξ, and h(ξ) denotes the force of CTLs to
kill infected cells at density ξ. The function f(ξ) and h(ξ) are locally Lipschitz on
[0,∞) and satisfying

(A1): f(0) = 0, f ′(ξ) exists and satisfies f ′(ξ) ≥ 0 and
(
f(ξ)
ξ

)′
≤ 0 in (0,∞);

(A2): h(0) = 0 and h(ξ) is strictly increasing in [0,∞).

Assume the kernel functions G1 and G2 satisfy

(A3): Gi(τ) > 0, for τ > 0, and 0 < ai :=
∫∞
0
Gi(ξ)dξ ≤ 1, i = 1, 2.

We remark that (A3) is typical for a delay kernel. For h we do not require
smoothness, but for f we do for the sake of linearization of (1) at the disease free
equilibrium. While the condition f ′(ξ) ≥ 0 in (A1) ensures monotonicity which is a

standard requirement for an infection force, the condition
(
f(ξ)
ξ

)′
≤ 0 is a technical

one required in Lemma 4.1 (hence in Theorem 4.1). We point out that assumptions
(A1) and (A2) are sufficiently general to encompass many forms of commonly used
incidence rates, including simple mass action and the saturation incident rate. For
justifications for considering nonlinear incidence rate and nonlinear removal rate in
virus dynamics models, see, e.g., [7, 14, 35]. When both f and h are linear and
CTL activation term λy(t) is replaced by the bilinear function λy(t)z(t) in (1), one
obtain the model studied in [22]. Here, we follow [2, 32] to use the linear function,
and we will compare the results in the conclusion section.
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System (1) includes many special cases. For example, when f1(τ) = f2(τ) =
δ(τ − 0) with δ(·) being the Dirac delta function, the incidence rate of the infection
f(ξ) = ξ and the removal rate of the infection h(ξ) = ξ, system (1) reduces to an
ODE model that has been widely studied in literature (see [1, 8, 10] and references
therein). Applying the Routh-Hurwitz conditions for linear systems, the stability of
such an ODE model has been studied in [10] and some complex sufficient conditions
ensuring the local stability of the non-infected equilibrium as well as the infected
equilibrium are obtained.

For a model describing virus dynamics, a challenge of the model analysis is to
establish the global stability of the unique infected equilibrium. Local stability can
be tested by linearizing the model at its equilibrium and checking the eigenvalues of
the corresponding characteristic equation. While there is no standard procedure to
test global stability, the commonly used method is to construct a Lyapunov func-
tion (for ordinary differential equation systems) or functional (for delay differential
equation systems), which is often very challenging, if not impossible. The aim of
this paper is to establish global stability for system (1).

The rest of the paper is organized as follows. In Section 2, we will consider well-
posedness of the model by addressing the positivity and boundedness of solutions of
the model, and identify the basic reproduction number R0 for the model. We show
that R0 ≤ 1, the infection free equilibrium E0 is the only equilibrium, while when
R0 > 1 there is an infected equilibrium E∗ in addition to E0. In Section 3, we show
that the infection free equilibrium is globally asymptotically stable if R0 ≤ 1; and
in Section 4, we prove E∗ is globally asymptotically stable if R0 > 1, confirming
the threshold role of R0 at the value 1. These global stability results are obtained
by constructing proper Lyapunov functionals and using some subtle estimates of
the derivatives of the Lyapunov functionals. Conclusions and some discussion are
included in Section 5.

2. Well-posedness and basic reproduction number. For biologically reasons,
we only consider non-negative initial functions:

φ(θ) = (φ1(θ), φ2(θ), φ3(θ), φ4(θ)) ∈ UCg((−∞, 0],R4
+), (2)

here R4
+ = {(x1, x2, x3, x4) : xi ≥ 0, i = 1, 2, 3, 4} and the notation of UCg, see [16].

Note that (A1)-(A2) assumes that the nonlinear functions f and h are quite standard
ones. By the fundamental theory for integral-differential equations (see, e.g.,[6]), we
know that system (1) and (2) has an unique solution on maximal interval t ∈ [0, Tφ).
The following theorem shows that for positive initial values, the solution remains
positive and is bounded, implying Tφ =∞, that is, the solution exists globally.

Theorem 2.1. Let (x(t), y(t), v(t), z(t))T be the unique solution to system (1) and
(2) with φi(0) > 0 (i = 1, 2, 3, 4). Then x(t), y(t), v(t) and z(t) are positive for all
t > 0. Moreover, the solution is bounded and thus exists globally.

Proof. Using the variation-of-constants formula, we obtain from (1) that

x(t) = x(0)e−
∫ t
0
(k+αf(v(s)))ds + µ

∫∞
0
e−

∫ t
s
(m+βv(ξ))dξds,

y(t) = y(0)e−
∫ t
0
(r+

∫ t
0
h(z(s)))ds

+α
∫ t
0
e−

∫ t
s
(r+h(z(ζ)))dζ

∫∞
0
G1(ξ)x(s− ξ)f(v(s− ξ))dξds,

v(t) = v(0)e−dt +Nr
∫ t
0
e−d(t−s)

∫∞
0
G2(ξ)y(s− ξ)dξds,

z(t) = z(0)e−qt + λ
∫ t
0
e−q(t−s)y(s)ds,
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which yields the positivity of x(t), y(t), v(t) and z(t).
Next we show that the solution is also bounded. It follows from the first equation

of system (1) that x′(t) ≤ µ− kx(t). This implies lim supt→∞ x(t) ≤ µ
k . Let

U(t) =

∫ ∞
0

G1(ξ)x(t− ξ)dξ + y(t).

Then

U ′(t)|(1) =

∫ ∞
0

G1(ξ)x′(t− ξ)dξ + y′(t)

=

∫ ∞
0

G1(ξ) (µ− kx(t− ξ)− αx(t− ξ)f(v(t− ξ))) dξ

+α

∫ ∞
0

G1(ξ)x(t− ξ)f(v(t− ξ))dξ − ry(t)− βy(t)h(z(t))

= µa1 − k
∫ ∞
0

G1(ξ)x(t− ξ)dξ − ry(t)− βy(t)h(z(t))

≤ µa1 − pU(t),

where p = min{r, k} and thus lim supt→∞ ≤
µa1
p . This implies that U(t) is even-

tually bounded and so is y(t). Thus, there exists a M > 0 such that y(t) ≤ M for
t ∈ (−∞,∞). It follow from the third and fourth equations in (1) that

v′(t) ≤ ra2NM − dv(t), z′(t) ≤ λM − qz(t), ∀t ≥ 0,

proving the boundedness of v(t) and z(t). Therefore, the system (1) is dissipative
and hence the solution of (1) exists globally.

Let

R0 =
µ

k

a1αf
′(0)

r

Nra2
d

=
µαf ′(0)Na1a2

kd
, (3)

which is called the basic reproductive number of system (1). For system (1), there
exists an infection free equilibrium E0 = (µ/k, 0, 0, 0). Now we show that R0 > 1
is a sufficient condition ensuring the existence of an infected equilibrium (positive
equilibrium) E∗ = (x∗, y∗, v∗, z∗). By simple calculation, we know that the existence
of an infected equilibrium is equivalent to the existence of a positive root of the
equation L(v) = 0 where

L(v) =
αa1µf(v)

k + αf(v)
− d

Na2
v − βdv

Nra2
h

(
λdv

Nrqa2

)
. (4)

Since

L(0) = 0, L′(0) =
d

Na2
(R0 − 1) > 0, L(+∞) = −∞,

it follows from the continuity of the function L(v) in [0,∞) that L(v) = 0 has at
least one positive root. Hence, we see that (2) at least has one infected equilibrium
E∗ = (x∗, y∗, v∗, z∗) when R0 > 1.
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For convenience, we rewrite (1) as

x′(t) = µ− kx(t)− αx(t)f(v(t)),

y′(t) = α1

∫∞
0
g1(ξ)x(t− ξ)f(v(t− ξ))dξ − ry(t)− βy(t)h(z(t)),

v′(t) = α2

∫∞
0
g2(ξ)y(t− ξ)dξ − dv(t),

z′(t) = λy(t)− qz(t),

(5)

where α1 = αa1, α2 = Nra2 and gi(ξ) = Gi(ξ)
ai

for i = 1, 2. Recall that ai =∫∞
0
Gi(ξ)dξ, thus

∫∞
0
gi(ξ)dξ = 1. Then the basic reproduction number R0 defined

in (3) can be rewritten as

R0 =
µα1α2f

′(0)

krd

for system (5).

3. Stability of the infection-free equilibrium E0.

Theorem 3.1. If R0 ≤ 1, then the infection free equilibrium E0 of (2) is globally
asymptotically stable.

Proof. Let

Hi(t) =

∫ ∞
t

gi(ξ)dξ, i = 1, 2

and W (t) =
∑3
i=1Wi(t) with

W1(t) =
1

2

(
x(t)− µ

k

)2
+

αµ

α1k
y(t) +

αµr

kα1α2
v(t) +

αµβ

kλα1

∫ z(t)

0

h(ξ)dξ,

W2(t) =
αµ

k

∫ ∞
0

H1(ξ)x(t− ξ)f(v(t− ξ))dξ,

W3(t) =
αµr

kα1

∫ ∞
0

H2(ξ)y(t− ξ)dξ.

It is clear that W (t) ≥ 0 and W (t) = 0 if and only if x(t) = µ
k , y(t) = v(t) = z(t) =

0. The derivative of W1 along the solution of (5) is

W ′1(t) =
(
x(t)− µ

k

)
(µ− kx(t)− αx(t)f(v(t)))

+
αµ

k

∫ ∞
0

g1(ξ)x(t− ξ)f(v(t− ξ))dξ − αµr

kα1
y(t)− αµβ

kα1
y(t)h(z(t))

+
αµr

kα1

∫ ∞
0

g2(ξ)y(t− ξ)dξ − αµrd

kα1α2
v(t)

+
αµβ

kλα1
h(z(t))[λy(t)− qz(t)].
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Note that H1(0) = 1, H1(∞) = 0, dH1(t) = −g1(t)dt. Using integration by parts,
we calculate the derivative of W2 as

W ′2(t) =
αµ

k

∫ ∞
0

H1(ξ)
d(x(t− ξ)f(v(t− ξ)))

dt
dξ

= −αµ
k

∫ ∞
0

H1(ξ)
d(x(t− ξ)f(v(t− ξ)))

dξ
dξ

= −αµ
k
H1(ξ)x(t− ξ)f(v(t− ξ))

∣∣∣∞
ξ=0

+
αµ

k

∫ ∞
0

x(t− ξ)f(v(t− ξ))dH1(ξ)

=
αµ

k
x(t)f(v(t))− αµ

k

∫ ∞
0

g1(ξ)x(t− ξ)f(v(t− ξ))dξ.

Similarly,

W ′3(t) =
αµr

kα1
y(t)− αµr

kα1

∫ ∞
0

g2(ξ)y(t− ξ)dξ.

Thus

W ′(t) = −1

k

(
x(t)− µ

k

)2
− αx(t)f(v(t))

(
x(t)− µ

k

)
+
αµ

k

∫ ∞
0

g1(ξ)x(t− ξ)f(v(t− ξ))dξ − αµr

kα1
y(t)− αµβ

kα1
y(t)h(z(t))

+
αµr

kα1

∫ ∞
0

g2(ξ)y(t− ξ)dξ − αµrd

kα1α2
v(t) +

αµβ

kα1
y(t)h(z(t))

−αµβq
kλα1

z(t)h(z(t)) +
αµ

k
x(t)f(v(t)) +

αµr

kα1
y(t)

−αµ
k

∫ ∞
0

g1(ξ)x(t− ξ)f(v(t− ξ))dξ − αµr

kα1

∫ ∞
0

g2(ξ)y(t− ξ)dξ

= −1

k

(
x(t)− µ

k

)2
− αf(v(t))

(
x2(t)− 2µ

k
x(t) +

µ2

k2

)
+
αµ2

k2
f(v(t))− αµrd

kα1α2
v(t)− αµβq

kλα1
z(t)h(z(t))

=

[
−1

k

(
x(t)− µ

k

)2
− αf(v(t))

(
x− µ

k

)2
− αµβq

kλα1
z(t)h(z(t))

]
(6)

+
αµrd

kα1α2

(
µα1α2

krd

f(v(t))

v(t)
− 1

)
v(t).

It is clear that the square bracket term is non-positive, and is zero if and only
x(t) = µ/k and z(t) = 0. For the last term in the above, (A1) implies(

µα1α2

krd

f(v(t))

v(t)
− 1

)
v(t)

≤
(
µα1α2f

′(0)

krd
− 1

)
v(t)

= (R0 − 1) v(t)

(7)

which is zero if R0 = 1, and negative if R0 < 1 except at v(t) = 0 when it also
becomes zero. Combining the signs in the bracket in (6) and that in (7), we know
that W ′(t) ≤ 0 and {E0} is the largest invariant subset of {W ′ = 0}. The global
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stability of E0 follows from the classical Lyapunov-LaSalle invariance principle (see,
for example, [16]).

4. Stability of the infected equilibrium E∗. Let

F (w) =
f(v∗w)

f(v∗)

and

g(u) = u− 1− lnu.

We note that g : (0,∞) 7→ [0,∞) has the global minimum g(1) = 0 and remains
positive elsewhere for ξ ∈ (0,∞). In order to prove the globally asymptotical
stability of the infected equilibrium, we need the following lemma.

Lemma 4.1. If f(ξ) satisfies Assumption (A1), then

g(F (w)) ≤ g(w), for w > 0

with the equality holding only at w = 1.

Proof. Since F (1) = 1 and the derivative of g(w) has the same sign as w − 1 for
w > 0, we only need to show that w ≤ F (w) ≤ 1 for w ∈ (0, 1) and 1 ≤ F (w) ≤ w
for w ∈ [1,∞). The proof of Case w ∈ [1,∞) is similar to that of Case w ∈ (0, 1),
so we only consider Case w ∈ (0, 1). Note that w ≤ F (w) ≤ 1 is equivalent

to f(v∗)
v∗ ≤ f(v∗w)

v∗w ≤ f(v∗)
v∗w for w ∈ (0, 1), and the latter directly follows from

assumption (A1). The proof is completed.

Theorem 4.2. If R0 > 1, then E1 is globally asymptotically stable if for all positive
solutions.

Proof. In order to simplify the expressions related to E∗, we will make use of the
equations for E∗:

µ = kx∗ + αx∗f(v∗), (8)

α1x
∗f(v∗) = ry∗ + βy∗h(z∗), (9)

α2y
∗ = dv∗ (10)

and

λy∗ = qz∗. (11)

Let

V1(t) = g
(
x(t)
x∗

)
, V2(t) =

∫∞
0
H1(ξ)g

(
x(t−ξ)f(v(t−ξ))

x∗f(v∗)

)
dξ,

V3(t) = g
(
y(t)
y∗

)
, V4(t) = g( v(t)v∗ ),

V5(t) =
∫ z(t)
z∗

[h(ξ)− h(z∗)]dξ, V6(t) =
∫∞
0
H2(ξ)g

(
y(s)
y∗

)
ds.

(12)

We will study the derivative of the Lyapunov functional

V (t) = x∗V1(t) + αx∗f(v∗)V2(t) + αy∗

α1
V3(t) + αrv∗

α1α2
V4(t)

+ αβ
λα1

V5(t) + αβy∗h(z∗)
dα1

V4(t) + αx∗f(v∗)V6(t).

(13)

Obviously, V(t) is well defined and V (t) ≥ 0 with the equality holding if and only
if x(t) = x∗, y(t) = y∗, v(t) = v∗, z(t) = z∗ and x(t − ξ)f(v(t − ξ)) = x∗f(v∗),
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y(t − ξ) = y∗ for almost all ξ ∈ [0,∞). For clarity of evaluation V ′(t), we first
calculate derivatives of V1, V2, · · · , V6 along the solution of (5) as below.

V ′1(t) =
1

x∗

(
1− x∗

x(t)

)
x′(t)

=
1

x∗

(
1− x∗

x(t)

)
(µ− kx(t)− αx(t)f(v(t))) .

Using (8) to replace µ gives

V ′1(t) =
1

x∗

(
1− x∗

x(t)

)
[k(x∗ − x(t)) + α(x∗f(v∗)− x(t)f(v(t)))] .

= −k(x(t)− x∗)2

x∗x(t)
+ αf(v∗)

(
1− x∗

x(t)
− x(t)f(v(t))

x∗f(v∗)
+
f(v(t))

f(v∗)

)
. (14)

Next, we calculate V ′2(t) as

V ′2(t) =

∫ ∞
0

H1(ξ)
d(g(x(t−ξ)f(v(t−ξ))x∗f(v∗) ))

dt
dξ

= −
∫ ∞
0

H1(ξ)
d(g(x(t−ξ)f(v(t−ξ))x∗f(v∗) ))

dξ
dξ

= −H1(ξ)g

(
x(t− ξ)f(v(t− ξ))

x∗f(v∗)

)∣∣∣∣∞
ξ=0

+

∫ ∞
0

g

(
x(t− ξ)f(v(t− ξ))

x∗f(v∗)

)
dH1(ξ)

= g

(
x(t)f(v(t))

x∗f(v∗)

)
−
∫ ∞
0

g1(ξ)g

(
x(t− ξ)f(v(t− ξ))

x∗f(v∗)

)
dξ

=
x(t)f(v(t))

x∗f(v∗)
− ln

x(t)f(v(t))

x∗f(v∗)
−
∫ ∞
0

g1(ξ)
x(t− ξ)f(v(t− ξ))

x∗f(v∗)
dξ

+

∫ ∞
0

g1(ξ) ln
x(t− ξ)f(v(t− ξ))

x∗f(v∗)
dξ

=
x(t)f(v(t))

x∗f(v∗)
−
∫ ∞
0

g1(ξ)
x(t− ξ)f(v(t− ξ))

x∗f(v∗)
dξ

+

∫ ∞
0

g1(ξ) ln
x(t− ξ)f(v(t− ξ))

x(t)f(v(t))
dξ,

where again we use the fact that H1(0) = 1, H1(∞) = 0, dH1(t) = −g1(t)dt and
integration by parts. We now calculate derivative of V3(t) along the solution of (5):

V ′3(t) =
1

y∗

(
1− y∗

y(t)

)
y′(t)

=

(
1

y∗
− 1

y(t)

)(
α1

∫ ∞
0

g1(ξ)x(t− ξ)f(v(t− ξ))dξ − ry(t)− βy(t)h(z(t))

)
=
α1x

∗f(v∗)

y∗

∫ ∞
0

g1(ξ)
x(t− ξ)f(v(t− ξ))

x∗f(v∗)
dξ

− α1x
∗f(v∗)

y∗

∫ ∞
0

g1(ξ)
x(t− ξ)y∗f(v(t− ξ))

x∗y(t)f(v∗)
dξ
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− r
(
y(t)

y∗
− 1

)
− βh(z∗)

(
y(t)h(z(t))

y∗h(z∗)
− h(z(t))

h(z∗)

)
.

Using (9), we obtain

V ′3(t) =
α1x

∗f(v∗)

y∗

∫ ∞
0

g1(ξ)
x(t− ξ)f(v(t− ξ))

x∗f(v∗)
dξ

−α1x
∗f(v∗)

y∗

∫ ∞
0

g1(ξ)
x(t− ξ)y∗f(v(t− ξ))

x∗y(t)f(v∗)
dξ

−r
(
y(t)

y∗
− 1

)
−
(
α1x

∗f(v∗)

y∗
− r
)(

y(t)h(z(t))

y∗h(z∗)
− h(z(t))

h(z∗)

)
=

α1x
∗f(v∗)

y∗

∫ ∞
0

g1(ξ)
x(t− ξ)f(v(t− ξ))

x∗f(v∗)
dξ (15)

−α1x
∗f(v∗)

y∗

∫ ∞
0

g1(ξ)
x(t− ξ)y∗f(v(t− ξ))

x∗y(t)f(v∗)
dξ

−y(t)h(z(t))

y∗h(z∗)
+
h(z(t))

h(z∗)

]
+ r

(
1− y(t)

y∗
+
y(t)h(z(t))

y∗h(z∗)
− h(z(t))

h(z∗)

)
.

The derivatives of V4(t) and V5(t) are

V ′4(t) =
1

v∗

(
1− v∗

v(t)

)
v′(t)

=
1

v∗

(
1− v∗

v(t)

)(
α2

∫ ∞
0

g2(ξ)y(t− ξ)dξ − dv(t)

)
= d

(
1− v(t)

v∗
+

∫ ∞
0

g2(ξ)
y(t− ξ)
y∗

dξ −
∫ ∞
0

g2(ξ)
v∗y(t− ξ)
v(t)y∗

dξ

)
. (16)

V ′5(t) = [h(z(t))− h(z∗)][λy(t)− qz(t)]
= −q[z(t)− z∗][h(z(t))− h(z∗)]

+λy∗h(z∗)

(
y(t)h(z(t))

y∗h(z∗)
− y(t)

y∗
− h(z(t))

h(z∗)
+ 1

)
. (17)

Similar to the derivative of V ′2(t), differentiating V6(t) gives

V ′6(t) =
y(t)

y∗
−
∫ ∞
0

g2(ξ)
y(t− ξ)
y∗

dξ +

∫ ∞
0

g2(ξ) ln
y(t− ξ)
y(t)

dξ. (18)

Multiplying the above derivative terms by the respective coefficients determined by
(13), and adding the all resulting terms, we obtain

V ′(t) = −k(x(t)− x∗)2

x(t)
+ αx∗f(v∗)

(
1− x∗

x(t)
+
f(v(t))

f(v∗)

−
∫ ∞
0

g1(ξ)
x(t− ξ)f(v(t− ξ))

x∗f(v∗)
dξ +

∫ ∞
0

g1(ξ) ln
x(t− ξ)f(v(t− ξ))

x(t)f(v(t))
dξ

)
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+αx∗f(v∗)

∫ ∞
0

g1(ξ)
x(t− ξ)f(v(t− ξ))

x∗f(v∗)
dξ

−αx∗f(v∗)

∫ ∞
0

g1(ξ)
x(t− ξ)y∗f(v(t− ξ))

x∗y(t)f(v∗)
dξ

−αx∗f(v∗)

(
y(t)h(z(t))

y∗h(z∗)
− h(z(t))

h(z∗)

)
+
rαy∗

α1

(
1− y(t)

y∗
+
y(t)h(z(t))

y∗h(z∗)
− h(z(t))

h(z∗)

)
+
αrdv∗

α1α2

(
1− v(t)

v∗
+

∫ ∞
0

g2(ξ)
y(t− ξ)
y∗

dξ −
∫ ∞
0

g2(ξ)
v∗y(t− ξ)
v(t)y∗

dξ

)
−qαβ
λα1

[z(t)− z∗][h(z(t))− h(z∗)]

+
αβy∗h(z∗)

α1

(
y(t)h(z(t))

y∗h(z∗)
− y(t)

y∗
− h(z(t))

h(z∗)
+ 1

)
+
αβy∗h(z∗)

α1

(
1− v(t)

v∗
+

∫ ∞
0

g2(ξ)
y(t− ξ)
y∗

dξ −
∫ ∞
0

g2(ξ)
v∗y(t− ξ)
v(t)y∗

dξ

)
+αx∗f(v∗)

(
y(t)

y∗
−
∫ ∞
0

g2(ξ)
y(t− ξ)
y∗

dξ +

∫ ∞
0

g2(ξ) ln
y(t− ξ)
y(t)

dξ

)
Note that (9) and (10) implies

rdv∗

α2
= ry∗ = α1x

∗f(v∗)− βy∗h(z∗).

Thus, we can simplify the above as

V ′(t)

= −k(x(t)− x∗)2

x(t)
− qαβ

λα1
[z(t)− z∗][h(z(t))− h(z∗)]

+αx∗f(v∗)

(
1− x∗

x(t)
+
f(v(t))

f(v∗)
− y(t)h(z(t))

y∗h(z∗)
+
h(z(t))

h(z∗)

)
+αx∗f(v∗)

∫ ∞
0

g1(ξ) ln
x(t− ξ)f(v(t− ξ))

x(t)f(v(t))
dξ

−αx∗f(v∗)

∫ ∞
0

g1(ξ)
x(t− ξ)y∗f(v(t− ξ))

x∗y(t)f(v∗)
dξ

+
rαy∗

α1

(
1− y(t)

y∗
+
y(t)h(z(t))

y∗h(z∗)
− h(z(t))

h(z∗)

)
+

(
αx∗f(v∗)− αβy∗h(z∗)

α1

)(
1− v(t)

v∗

+

∫ ∞
0

g2(ξ)
y(t− ξ)
y∗

dξ −
∫ ∞
0

g2(ξ)
v∗y(t− ξ)
v(t)y∗

dξ

)
+
αβy∗h(z∗)

α1

(
y(t)h(z(t))

y∗h(z∗)
− y(t)

y∗
− h(z(t))

h(z∗)
+ 1

)
+
αβy∗h(z∗)

α1

(
1− v(t)

v∗
+

∫ ∞
0

g2(ξ)
y(t− ξ)
y∗

dξ −
∫ ∞
0

g2(ξ)
v∗y(t− ξ)
v(t)y∗

dξ

)
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+αx∗f(v∗)

(
y(t)

y∗
−
∫ ∞
0

g2(ξ)
y(t− ξ)
y∗

dξ +

∫ ∞
0

g2(ξ) ln
y(t− ξ)
y(t)

dξ

)
= −k(x(t)− x∗)2

x(t)
− qαβ

λα1
[z(t)− z∗][h(z(t))− h(z∗)] + αx∗f(v∗)

[
2− x∗

x(t)

+
f(v(t))

f(v∗)
− v(t)

v∗
+

∫ ∞
0

g1(ξ) ln
x(t− ξ)f(v(t− ξ))

x(t)f(v(t))
dξ

−
∫ ∞
0

g1(ξ)
x(t− ξ)y∗f(v(t− ξ))

x∗y(t)f(v∗)
dξ − y(t)h(z(t))

y∗h(z∗)
+
h(z(t))

h(z∗)

+

∫ ∞
0

g2(ξ)
y(t− ξ)
y∗

dξ −
∫ ∞
0

g2(ξ)
v∗y(t− ξ)
v(t)y∗

dξ

]
+
α(ry∗ + βy∗h(z∗)

α1

(
1− y(t)

y∗
+
y(t)h(z(t))

y∗h(z∗)
− h(z(t))

h(z∗)

)
+αx∗f(v∗)

(
y(t)

y∗
−
∫ ∞
0

g2(ξ)
y(t− ξ)
y∗

dξ +

∫ ∞
0

g2(ξ) ln
y(t− ξ)
y(t)

dξ

)
= −k(x(t)− x∗)2

x(t)
− qαβ

λα1
[z(t)− z∗][h(z(t))− h(z∗)] + αx∗f(v∗)

[
2− x∗

x(t)

+
f(v(t))

f(v∗)
− v(t)

v∗
+

∫ ∞
0

g1(ξ) ln
x(t− ξ)f(v(t− ξ))

x(t)f(v(t))
dξ

−
∫ ∞
0

g1(ξ)
x(t− ξ)y∗f(v(t− ξ))

x∗y(t)f(v∗)
dξ − y(t)h(z(t))

y∗h(z∗)
+
h(z(t))

h(z∗)

+

∫ ∞
0

g2(ξ)
y(t− ξ)
y∗

dξ −
∫ ∞
0

g2(ξ)
v∗y(t− ξ)
v(t)y∗

dξ

]
+αx∗f(v∗)

(
1− y(t)

y∗
+
y(t)h(z(t))

y∗h(z∗)
− h(z(t))

h(z∗)

)
+αx∗f(v∗)

(
y(t)

y∗
−
∫ ∞
0

g2(ξ)
y(t− ξ)
y∗

dξ +

∫ ∞
0

g2(ξ) ln
y(t− ξ)
y(t)

dξ

)
= −k(x(t)− x∗)2

x(t)
− qαβ

λα1
[z(t)− z∗][h(z(t))− h(z∗)]

+αx∗f(v∗)

[
3− x∗

x(t)
+
f(v(t))

f(v∗)
− v(t)

v∗

+

∫ ∞
0

g1(ξ) ln
x(t− ξ)f(v(t− ξ))

x(t)f(v(t))
dξ −

∫ ∞
0

g1(ξ)
x(t− ξ)y∗f(v(t− ξ))

x∗y(t)f(v∗)
dξ

−
∫ ∞
0

g2(ξ)
v∗y(t− ξ)
v(t)y∗

dξ +

∫ ∞
0

g2(ξ) ln
y(t− ξ)
y(t)

dξ

]
.

Using the fact that 3 can be written as 3 =
∫∞
0
g1(ξ)(1 + 1)dξ +

∫∞
0
g2(ξ)dξ and

g(u) = u− 1− lnu ≥ 0 for u > 0, we further have

V ′(t) = −k(x(t)− x∗)2

x(t)
− qαβ

λα1
[z(t)− z∗][h(z(t))− h(z∗)]

+αx∗f(v∗)

[∫ ∞
0

g1(ξ)

(
−g
(
x∗

x(t)

)
− g

(
x(t− ξ)y∗f(v(t− ξ))

x∗y(t)f(v∗)

)
− ln

x∗

x(t)
− ln

x(t− ξ)y∗f(v(t− ξ))
x∗y(t)f(v∗)

+ ln
x(t− ξ)f(v(t− ξ))

x(t)f(v(t))

)
dξ
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+

∫ ∞
0

g2(ξ)

(
−g
(
v∗y(t− ξ)
v(t)y∗

)
− ln

v∗y(t− ξ)
v(t)y∗

+ ln
y(t− ξ)
y(t)

)
dξ

+
f(v(t))

f(v∗)
− v(t)

v∗

]
≤ αx∗f(v∗)

[
f(v(t))

f(v∗)
− ln

f(v(t))

f(v∗)
− v(t)

v∗
+ ln

v(t)

v∗

]
= αx∗f(v∗) (g(F (w))− g(w)) , (19)

where w = v(t)
v∗ and F (w) = f(v(t))

f(v∗) = f(v∗w)
f(v∗) . Using the fact in Lemma 4.1, we see

that V ′(t) ≤ 0 and V ′(t) = 0 if and only if x(t) = x∗, z(t) = z∗, y∗f(v(t − ξ)) =
y(t)f(v∗), v∗y(t − ξ) = v(t)y∗ and v(t) = v∗ for almost all ξ ∈ [0,∞). Again by
the Lyapunov- LaSalle invariance principle, all solutions of (5) are attracted to B,
which is the largest invariant subset of {W ′ = 0}. Since B is invariant with respect
to (5), it is ease to verify that B = {(x∗, y∗, v∗, z∗)} = {E∗}. This shows that

lim
t→∞

(x(t), y(t), v(t), z(t)) = E∗,

completing the proof.

Consider the special forms G1(τ) = e−mτ1δ(τ − τ1) with m = k+ d and G2(τ) =
e−rτ2δ(τ − τ2), where δ(·) is the Dirac delta function. When f(ξ) = h(ξ) = ξ, the
model (1) reduces to

x′(t) = µ− kx(t)− αx(t)v(t),

y′(t) = αe−mτ1x(t− τ1)v(t− τ1)− ry(t)− βy(t)z(t),

v′(t) = Nre−rτ2y(t− τ2)− dv(t),

z′(t) = λy(t)− qz(t),

(20)

for which, the initial functions are given as

(x(θ), y(θ), v(θ)), z(θ) ∈ C(−[max(τ1, τ2), 0],R4
+)

with x(0) > 0, y(0) > 0, v(0) > 0, z(0) > 0. Applying Theorems 3.1 and 4.2 to
system (20) yields the following global property.

Theorem 4.3. If R0 = µαNe−(mτ1+rτ2)

kd ≤ 1, then (20) has only one nonnegative
steady state, which is the viral free steady state E0 = (µk , 0, 0, 0), to which all solution
tend; whereas if R0 > 1, then there is a unique positive infected steady state E∗ =
(x∗, y∗, v∗, z∗), to which all positive solutions converge.

If τ1 = τ2 = 0, then system (20) further reduced an ODE system investigated in
[10]. Applying the Routh-Hurwitz conditions to the linearized system of that ODE
system, the stability of the equilibria has been studied in [10] and some sufficient
conditions ensuring the local stability of the infection free equilibrium as well as
the infected equilibrium are obtained. We point out that the conditions for the
local stability of the infected equilibrium [10] are very complex, consisting of several
inequalities. Comparing our results to those in [10], we have obtained global stability
and our condition is in the form of threshold in terms of the basic reproductive
number only, which is clinically more desirable and and theoretically explicit and
simple.
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5. Conclusion and discussion. In this paper, we propose a general model de-
scribing the interactions of HIV virus, cells and CTLs within host. In the model
we allow general nonlinear incidence rate and removal rate, as well as two general
distributed delays accounting for the variance of time for virions to invade into cells
and the variance of time for invade virions to reproduce. We have confirmed the
well-posedness of the model, identified the basic reproduction number R0 for the
model, and analysed the stability of both infection free equilibrium E0 and the
infected equilibrium E∗. By constructing proper Lyapunov functionals and subtle
estimates of the derivatives of the Lyapunov functionals, we have shown that R0

plays a global threhold role in the sense that when R0 ≤ 1, then E0 is globally
asymptotically stable, and when R0 > 1, then E∗ comes into existence and is glob-
ally asymptotically stable (hence E0 becomes unstable). Thus, the dynamics of the
model is fully determined by R0.

By the explicit expression of R0, we see R0 is proportional to f ′(0) and to the
delay effect parameters a1 and a2, but it is independent of h(y). This is because R0

measures the average number of new infections resulted from a single infected cell,
and is thus determined by the linearization of the model system at the infection free
equilibrium in which the term containing h(z) disappears due to the assumption
h(0) = 0. Intuitively, the basic reproduction number only governs local dynamics
near the infection free equilibrium, but some times, it can also determines the global
dynamics of a model, as in this work and some others, see, e.g., [17, 18, 22, 31, 32,
34, 35] and the reference therein.

Also note that the values of parameters β, λ and q have no impact on the value
of R0 since R0 is independent of those parameters. This fact seems to suggest that
CTLs do not play a role in eliminating the virus load. However, from the expression
of L in (4), we see that v∗ can be decreased by increasing β and λ or decreasing q.
This suggests that CTLs can increase the healthy cells population and decrease viral
load at the infected equilibrium. Similar conclusions are also obtained in [22] where
considered is a model similar to (1), with f and h being linear functions, the CTL
activation term λy(t) being replaced by λy(t)z(t) and the two delay integrals being
on finite intervals only. However, there is an essential difference in the case when
R0 > 1. In [22], beside R0, there is another combined parameter R1 < R0 taking
care of the activation of the CTLs in the following sense: when R1 ≤ 1 < R0,
the model in [22] has an infection equilibrium E∗1 without CTLs which attracts
all solutions with x, y components positive (z(t) can remain 0); when 1 < R1,
in addition to E∗1 , there is another infection equilibrium E∗2 with a positive CTL
component which attracts all those positive solutions. This is due to the adoption of
the bilinear form for the CTLs activation term, leading to z′(t) = λy(t)z(t)− qz(t)
in [22]. From this equation, one sees that if z(0) = 0, then z(t) = 0 for all t ≥ 0,
which does not seem to be the case in reality. The choice of linear term λy(t) can
avoid this problem, and thus, seems to be more realistic in this context.

In reality, there are also delays in activating CTLs by infected cells. As we
mentioned in the introduction, there have been quite a few works incorporating such
delays into models. Some of these works have shown that the delay in activating
immune response could lead to very complicated dynamics including stable periodic
solutions and chaos (see, e.g., [9, 33]). Since our focus is on the virus production part
and (1) already contains two distributed delays, we neglect the delays in activating
CTLs in this work to avoid further complicating the model. One possible and
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natural way to incorporate the delay in immune response is to replace the term
λy(t) in the fourth equation in (1) by λ

∫∞
0
G3(τ)y(t − τ) dτ where G3 is another

kernel function similar to G1 and G2. We leave the analysis of such a modified
model as a future project, which should be more interesting yet more challenging.
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REFERENCES

[1] L. K. Andrea and S. Ranjan, Evaluation of HIV-1 kinetic models using quantitative discrim-

ination analysis, Bioinformatics, 21 (2005), 1668–1677.
[2] R. Arnaout, M. Nowak and D. Wodarz, HIV-1 dynamics revisited: Biphasic decay by cytotoxic

lymphocyte killing?, Proc. Roy. Soc. Lond. B, 265 (2000), 1347–1354.

[3] S. Bonhoeffer, J. M. Coffin and M. A. Nowak, Human immunodeficiency virus drug therapy
and virus load, J. Virol., 71 (1997), 3275–3278.

[4] S. Bonhoeffer, R. M. May, G. M. Shaw and M. A. Nowak, Virus dynamics and drug therapy,
Proc. Natl. Acad. Sci. USA, 94 (1997), 6971–6976.
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