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a b s t r a c t

Recent studies reveal that cell-to-cell transmission via formation of virological
synapses can contribute significantly to virus spread, and hence, may play a more
important role than virus-to-cell infection in some situations. Age-structured models
can be employed to study the variations w.r.t. infection age in modeling the death
rate and virus production rate of infected cells. Considering the above characteris-
tics for within-host dynamics of HIV, in this paper, we formulate an age-structured
hybrid model to explore the effects of the two infection modes in viral production
and spread. We offer a rigorous analysis for the model, including addressing the
relative compactness and persistence of the solution semiflow, and existence of a
global attractor. By subtle construction and estimates of Lyapunov functions, we
show that the global attractor actually consists of an singleton, being either the
infection free steady state if the basic reproduction number is less than one, or the
infection steady state if the basic reproduction number is larger than one.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Over the past decade, significant progress has been made in the mathematical modeling of HIV infection
and antiretroviral therapy. It has been realized that mathematically modeling within-host virus dynamics
may significantly contribute to the understanding of the effects of antiretroviral drugs treatment. Much of
the work on this and related topics builds upon the pioneering work of Ho et al. [1] and Perelson et al. [2]
where a three-dimensional system of ordinary differential equations (ODEs) was used to describe the inter-
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action of uninfected target cells, infected cells, and free virus particles. Since [1,2], there have been a lot of
efforts in modifying/improving the model by incorporating various factors.

Nelson et al. [3] formulated a model for HIV infection in the form of initial–boundary-value problem,
allowing death rate and virus production rate of infected cells to be infection-age-dependent, denoted by
θ(a) and p(a) respectively, the model reads

dT (t)
dt = h− dT (t)− β1T (t)V (t),
∂

∂t
+ ∂

∂a


i(a, t) = −θ(a)i(a, t),

dV (t)
dt =

 ∞
0

p(a)i(a, t)da− cV (t),

i(0, t) = β1T (t)V (t),
T (0) = Ts, i(a, 0) = is(a), and V (0) = Vs,

(1.1)

where T (t) denotes the concentration of uninfected target T cells at time t, i(a, t) denotes the concentration
of infected T cells of infection age a at time t, and V (t) denotes the concentration of infectious virus at t. The
parameters of model (1.1) are explained as below: h is the constant recruitment rate, β1 is the rate at which
an uninfected cell becomes infected by an infectious virus, d is the natural death rate of uninfected cells,
θ(a) is the infection-age-dependent per capita death rate of infected cells, c is the clearance rate of virions,
and p(a) is the viral production rate of an infected cell with infection age a. Mathematically, for a specific
form of p(a) and constant θ(a), Nelson et al. [3] analyzed the local stability of the model without or with
drug treatment, respectively. They also performed some numerical simulations to illustrate that the time to
reach the peak viral level depends not only on the initial conditions but also on the speed at which viral
production achieves its maximum value. Subsequently, Rong et al. [4] and Feng and Rong [5] further mod-
ified this age-structured model by including three different classes of drugs to assess the effects of different
combination of therapies on viral dynamics. They also extended the local stability analysis in [3] for general
forms of both p(a) and θ(a) by reformulating the system to a system of Volterra integral equations. However,
the global behavior is left as an open problem in the above works. Actually, global stability is one of the
challenging problems in the analysis of biological models and yet it is essential to rule out other dynamical
scenarios such as periodic solutions. By constructing suitable Lyapunov functions, Huang et al. [6] were
able to complete a global analysis for the model (1.1) without (or with) drug treatment. The age-structured
model (1.1) was also used by Qesmi et al. [7] to study the dynamical behaviors of hepatitis B or C virus.

On the other hand, recent experimental work shows that direct cell-to-cell spread via formation of virolog-
ical synapses can contribute significantly to virus spread in vivo [8]. In fact, the high efficiency of infection by
large numbers of virions is likely to result in a transfer of multiple virions to a target cell [8]. The cell-to-cell
infection mechanism through transfer of viral particles from infected cells to uninfected cells has also been in-
vestigated by some other researchers, among which are [9,10] and [11] from the virological view points. More
specifically, in [9], Dimitrov et al. found that the infection rate constant is the critical parameter that affects
the kinetics of HIV-1 infection, and furthermore, the infectivity of HIV-1 during cell-to-cell transmission is
greater than the infectivity of cell-free viruses; in [10], Sigal et al. claimed that cell-to-cell spread of HIV-1
does reduce the efficacy of antiretroviral therapy, because cell-to-cell infection can cause multiple infections of
target cells, which can in turn reduce the sensitivity to the antiretroviral drugs; in [11], Sattentau showed that
Herpes simplex virus type-1 (HSV-1) can spread between a fibroblast and a T cell via a virological synapse
while it can also move between fibroblasts by assembling and budding at basolateral intercellular junctions.

The above works suggest that the cell-to-cell transmission mechanism is significant. In response to these
evidences, there have been some recent works by mathematical models quantitatively exploring the effect of
the co-existence of the two modes on the virus dynamics. For example, [12–17] all used ordinary differential
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equation models to study the virus dynamics with the two modes. In particular, Pourbashash et al. [17] pro-
posed a 3-dimensional ODE system with both virus-to-cell and cell-to-cell transmission modes incorporated,
and by analyzing the system, showed that the model demonstrates a global threshold dynamics. Interest-
ingly, the ODE model in [16] is similar to that in [17] with production function for healthy cells replaced by a
logistic type function, yet, this model allows sustained oscillations (via Hopf bifurcation) around the positive
equilibrium, strongly contrasting to the result in [17]. This difference shows the necessity of exploring the
global dynamics of a dynamical system model.

With the two transmission modes and the infection age in mind, Lai and Zou [18] proposed and studied
the following model in the form of distributed delay differential equations:



dT (t)
dt = h− dT (t)− β1T (t)V (t)− β2T (t)T ∗(t),

dT ∗(t)
dt =

 ∞
0

[β1T (t− s)V (t− s) + β2T (t− s)T ∗(t− s)]e−µsf(s)ds− θT ∗(t),

dV (t)
dt = bT ∗(t)− cV (t).

(1.2)

Here β2 is the infection rate of productively infected cells, e−µs is the survival probability for a time period of
length s, f(s) : [0,∞)→ [0,∞) accounts for the probability that a cell becomes productively infected s time
units after infection which is assumed to have a compact support and satisfy f(s) ≥ 0 and

∞
0 f(s)ds = 1,

θ is the constant death rate for the productively infected cells. By a rigorous analysis of the model, the
authors identified basic reproduction number explicitly, and proved that as in the ODE model in [17], the
global threshold dynamics also remains true for this mode.

Note that (1.2) is a simplified way to consider infection age in the sense that the parameters β1, β2, θ and
b are all independent of the infection age. However, the works in [3–5,7] show that infection age dependence
plays an important role in virus dynamics. Inspired by the aforementioned works, in this paper we consider
a model that captures the main features of the model (1.1) and the model (1.2): containing the two modes
of infection and allowing age-dependent death rate and age-dependent production rate. Moreover, we also
consider the variance in the infectivity with respect to the infection age of the infected cells in the cell-to-cell
mode. These considerations naturally lead to the following model system



dT (t)
dt = h− dT (t)− β1T (t)V (t)− β2T (t)

 ∞
0

q(a)i(a, t)da,
∂

∂t
+ ∂

∂a


i(a, t) = −θ(a)i(a, t),

dV (t)
dt =

 ∞
0

p(a)i(a, t)da− cV (t),

(1.3)

with the boundary and initial conditionsi(0, t) = β1T (t)V (t) + β2T (t)
 ∞

0
q(a)i(a, t)da,

T (0) = x0 > 0, i(a, 0) = i0(a) ∈ L1
+(0,∞), V (0) = V0 > 0,

(1.4)

where q(a) measure variance of the infectivity of infected cell with respect to the infection age a. Our goal
is to investigate how the rate functions p(a), q(a) and θ(a) affect the global dynamics.

Note that (1.3)–(1.4) is a hybrid and infinite dimensional system, and hence, as expected, the analysis
of this system is more challenging than that of (1.2) and the ODE models in [12–15,17]. Next, we will first
state our main theorem for this model. To this end, we need the following preparation.
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Integrating the second equation in (1.3) along the characteristic line t− a = constant and making use of
(1.4) yields

i(a, t) =


T (t− a)e−

 a
0
θ(ω)dω


β1V (t− a) + β2

 ∞
0

q(v)i(v, t− a)dv

, t > a;

i0(a− t)e−
 a
a−t
θ(ω)dω

, t ≤ a.
(1.5)

Obviously, system (1.3) always has the infection-free equilibrium E0 = (T0, 0, 0), where T0 = h/d. An
infection equilibrium E∗ = (T ∗, i∗(a), V ∗) of (1.3) is a positive solution to the following equations

h− dT ∗ − β1T
∗V ∗ − β2T

∗
 ∞

0
q(a)i∗(a)da = 0,

d
dai
∗(a) = −θ(a)i∗(a), ∞

0
p(a)i∗(a)da = cV ∗,

i∗(0) = β1T
∗V ∗ + β2T

∗
 ∞

0
q(a)i∗(a)da.

(1.6)

To simplify expressions, we introduce the following notations:

K =
 ∞

0
q(a)e−

 a
0
θ(ω)dωda, Q =

 ∞
0

p(a)e−
 a

0
θ(ω)dωda. (1.7)

Note that the term e
−
 a

0
θ(ω)dω is typically interpreted as the probability that an infected cell can survive

to age a, and thus, Q accounts for the total number of virus particles produced by an infected cell during
its life-span, i.e., the burst size.

After some simple calculations, we can solve (1.6) to obtain

T ∗ = T0

ℜ0
> 0, i∗(a) = dT0


1− 1
ℜ0


e
−
 a

0
θ(ω)dω

V ∗ = 1
c

 ∞
0

p(a)i∗(a)da, (1.8)

where

ℜ0 = β1T0Q

c
+ β2T0K, (1.9)

is nothing but the basic reproduction number for the model (1.3). Biologically, β1T0Q/c accounts for the total
number of newly infected cells resulted from a single viron through the virus-to-cell infection mode, which
is the basic reproduction number for the corresponding model with virus-to-cell infection only. Similarly,
β2T0K gives the total number of newly infected cells that arise from a single infected cell, which is the basic
reproduction number for the corresponding model with cell-to-cell transmission only. It follows from (1.8)
that (1.3) has a unique endemic equilibrium E∗ = (T ∗, i∗(a), V ∗) if and only if ℜ0 > 1.

Age-structured viral infection models have been of recent interest in the literature. Determining sharp
threshold conditions for the global stability of equilibria of these models remains one of the most challenging
problems. In the rest of this paper, we will tackle this problem for the model (1.3). It turns out that this
model actually also demonstrates a global threshold dynamic in the sense of the following main theorem:

Theorem 1.1. Consider system (1.3) with (1.4) and ℜ0 defined in (1.9).

(a) The infection-free equilibrium E0 is globally asymptotically stable if ℜ0 ≤ 1 while it is unstable if ℜ0 > 1.
(b) If ℜ0 > 1, the infection equilibrium E∗ is globally asymptotically stable with respect to solutions with

initial conditions T0 > 0 and i0(a) > 0, V0 > 0 bounded away from zero.
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To prove this main theorem, we need to do a lot of preparations, including addressing the relative com-
pactness of the solution semiflow generated by System (1.3) and the uniform persistence under the condition
ℜ0 > 1 for the solution semiflow. These are two major challenges in applying the main results in [19] to our
model, because the model is an infinite dimensional hybrid system involving a time delay and a PDE, and as
such, they themselves constitute important mathematical problems. To achieve our goal, we reformulate Sys-
tem (1.3) to a Volterra integral equation so that we can apply a functional-analytic approach. The existence
of a global attractor is also obtained, as a result of the relative compactness. The persistence allows us to con-
struct an appropriate Lyapunov function on the compact attractor to prove the global stability of E∗ under
ℜ0 > 1. The construction and estimate of the two Lyapunov functions require subtle choices of some kernel
functions and inequality techniques. Our theoretical analysis makes use of the techniques laid out in [19].

We point out that introducing age structure into HIV models is a crucial point as this enables us to
deal with realistic situations allowing for infection-age-dependent death rate and virus production rate of
infected cells. Since the continuous age-structured model is described by first order PDEs, it is generally
difficult to analyze the dynamics of such a model, particularly the global stability. As such, this work is of
both mathematical and biological interest and importance. We will also discuss some biological implications
of our main results in the conclusion section, Section 6.

2. Preliminary results

For mathematical tractability, we make the following assumption on parameters, which is thought to be
biologically relevant.

Assumption 2.1. Consider system (1.3) with (1.4), we assume that:

(i) h, d, β1, β2, c > 0;
(ii) q(a), θ(a), p(a) ∈ L∞+ (0,∞), with respective essential upper bounds q̄, θ̄, p̄, i.e.,

q̄ := ess.sup
a∈[0,∞)

q(a) < +∞, θ̄ := ess.sup
a∈[0,∞)

θ(a) < +∞, p̄ := ess.sup
a∈[0,∞)

p(a) < +∞

(iii) q(a), p(a) are Lipschitz continuous on R+ with Lipschitz coefficients Mq, Mp respectively;
(iv) For any a > 0, there exists aq such that q(a) are positive in a neighborhood of aq;
(v) There exists µ0 ∈ (0, d] such that θ(a) ≥ µ0 for all a ≥ 0;
(vi) There exists a maximum age a+ > 0 for the viral production such that p(a) > 0 for a ∈ (0, a+) and

p(a) = 0 for a > a+.

Let us define the phase space for system (1.3):

Y = R≥0 × L1(0,+∞)× R≥0 and Y+ = R>0 × L1
+(0,+∞)× R>0,

where L1
+ is the space of functions on (0,∞) that are non-negative and Lebesgue integrable, equipped with

the norm

∥(x, ϕ, y)∥Y := |x|+
 ∞

0
|ϕ(a)|da+ |y|.

The initial conditions in (1.4) for the system can be rewritten as X0 := (T0, i0(·), V0) ∈ Y+.

2.1. Notations

Let

Ω(a) = e−
 a

0
θ(τ)dτ

. (2.1)
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It follows from (ii) and (v) of Assumption 2.1 that

0 ≤ Ω(a) ≤ e−µ0a, a ≥ 0, (2.2)

and furthermore, Ω ′(a) = −θ(a)Ω(a) holds for almost all a ≥ 0.
For t ≥ 0, let

P (t) =
 ∞

0
q(a)i(a, t)da, L(t) =

 ∞
0

p(a)i(a, t)da.

Thus (1.5) can be rewritten as

i(a, t) =


T (t− a)[β1V (t− a) + β2P (t− a)]Ω(a), 0 ≤ a ≤ t;

i0(a− t) Ω(a)
Ω(a− t) , 0 ≤ t ≤ a.

(2.3)

It is useful to note that

i(a, t) = i(0, t− a)Ω(a) for 0 ≤ a ≤ t, (2.4)

and the boundary condition given in (1.4) can be rewritten as

i(0, t) = β1T (t)V (t) + β2T (t)P (t).

2.2. Volterra formulation

Substituting (2.4) into the T and V equations in (1.3) yields
dT (t)

dt = h− dT (t)− β1T (t)V (t)− β2T (t)P (t),

dV (t)
dt =

 t
0
p(a)Ω(a)T (t− a)(β1V (t− a) + β2P (t− a))da− cV (t) + F1(t),

(2.5)

where

F1(t) =
 ∞
t

p(a)i0(a− t) Ω(a)
Ω(a− t)da.

Clearly, F1(t)→ 0 as t→∞. Integrating the T equation in (1.3) yields

T (t) = x0e
−
 t

0
(d+β1V (s)+β2P (s))ds +

 t
0
he
−
 t
u

(d+β1V (s)+β2P (s))dsdu

=
 t

0
he
−
 t
u

(d+β1V (s)+β2P (s))dsdu+ F2(t),

=
 t

0
he
−
 t−u

0
(d+β1V (s+u)+β2P (s+u))dsdu+ F2(t), (2.6)

where F2(t) = x0e
−
 t

0
(d+β1V (s)+β2P (s))ds. Similarly, integrating the V equation in (1.3) yields

V (t) = V0e
−ct +

 t
0
e−c(t−u)

 u
0
p(τ)Ω(τ)T (u− τ)(β1V (u− τ) + β2P (u− τ))dτ + F1(u)


du

=
 t

0
T (u)(β1V (u) + β2P (u))H2(t− u)du+ F3(t), (2.7)

where

H2(t) = e−ct
 t

0
ecτp(τ)Ω(τ)dτ, F3 = V0e

−ct +
 t

0
e−c(t−u)F1(u)du.
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Eqs. (2.6) and (2.7) form a system of volterra integral equations that are equivalent to the original system
(1.3).

Denote Y (t) = (T (t), V (t))T and g(Y ) = (1, β1TV + β2TP )T ∈ C(R2,R2). Let f(t) = (F2(t), F3(t))T ∈
C([0,∞),R2) and

∇(t) =

he
−
 t

0
(d+β1V (s+u)+β2P (s+u))ds 0

0 H2(t)


,

which belongs to L1
loc([0,∞); R2×2). Obviously, Eqs. (2.6) and (2.7) can be rewritten as

Y (t) =
 t

0
∇(t− u)g(Y (u))du+ f(t).

It follows from the standard results in Gripenberg et al. [20, Theorem 1.1] that a continuous solution exists
on a maximal interval such that the solution goes to infinity if this maximal interval is finite. Moreover,
similar to the proof in [21, Lemma 2.2], it is easy to check that T (t) and V (t) remain nonnegative for all
positive initial data.

Next, we define a continuous semi-flow Φ : R+ × Y → Y generated by system (1.3) such that

Φ (t,X0) = Φt(X0) := (T (t), i(·, t), V (t)) , t ≥ 0, X0 ∈ Y. (2.8)

Thus

∥Φt(X0)∥Y = ∥Φ (T (t), i(·, t), V (t))∥Y = T (t) +
 ∞

0
i(a, t)da+ V (t). (2.9)

Let

µ̃0 = µ0

1 + p̄/c
> 0

and define a subset in the state space for system (1.3) by

Ω =


(T (t), i(·, t), V (t)) ∈ Y+ : T (t) +
 ∞

0
i(a, t)da ≤ h

µ0
, ∥Φt(X0)∥Y+ ≤ h

µ̃0


. (2.10)

The following proposition shows that Ω is positively invariant for (1.3).

Proposition 2.1. Let Φ and Ω be defined by (2.8) and (2.10), respectively. Ω is positively invariant for Φ,
that is,

Φ (t,X0) ⊂ Ω , ∀t ≥ 0, X0 ∈ Ω .

Moreover, Φ is point dissipative and Ω attracts all points in Y+.

Proof. First we have
d
dt∥Φt(X0)∥Y = dT (t)

dt + d
dt

 ∞
0

i(a, t)da+ dV(t)
dt . (2.11)

It follows from Eq. (2.3) that ∞
0

i(a, t)da =
 t

0
T (t− a)(β1V (t− a) + β2P (t− a))Ω(a)da+

 ∞
t

i0(a− t) Ω(a)
Ω(a− t)da.

Using substitution a = t − σ in the first integral, and a = t + τ in the second integral, and differentiating
with respect to t yield

d
dt

 ∞
0

i(a, t)da = d
dt

 t
0
T (σ)(β1V (σ) + β2P (σ))Ω(t− σ)dσ + d

dt

 ∞
0

i0(τ)Ω(t+ τ)
Ω(τ) dτ
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= T (t)(β1V (t) + β2P (t))Ω(0) +
 ∞

0
i0(τ)Ω

′(t+ τ)
Ω(τ) dτ

+
 t

0
T (σ)(β1V (σ) + β2P (σ))Ω ′(t− σ)dσ.

Note that Ω(0) = 1 and Ω ′(a) = −θ(a)Ω(a), we have

d
dt

 ∞
0

i(a, t)da = T (t)(β1V (t) + β2P (t))−
 ∞

0
θ(a)i(a, t)da. (2.12)

Adding the first equation of (1.3) and (2.12), we have from (v) of Assumption 2.1 that

d
dt


T (t) +

 ∞
0

i(a, t)da


= h− dT (t)−
 ∞

0
θ(a)i(a, t)da

≤ h− µ0


T (t) +

 ∞
0

i(a, t)da

, t ≥ 0.

Making use of the integration factor e−µ0t, we obtain

T (t) +
 ∞

0
i(a, t)da ≤ h

µ0
− e−µ0t


h

µ0
−

T (0) +

 ∞
0

i(a, 0)da


, t ≥ 0. (2.13)

This implies that for any solutions of (1.3) satisfying X0 ∈ Ω ,

T (t) +
 ∞

0
i(a, t)da ≤ h

µ0
, t ≥ 0. (2.14)

Then, it follows from (2.14) and (ii) of Assumption 2.1 that

dV (t)
dt ≤ p̄

 ∞
0

i(a, t)da− cV (t) ≤ p̄ h
µ0
− cV (t).

This together with (v) of Assumption 2.1 implies

dV (t)
dt ≤

p̄

c

h

µ0
− e−ct


p̄

c

h

µ0
− V (0)


≤ p̄

c

h

µ0
− e−µ0t


p̄

c

h

µ0
− V (0)


. (2.15)

Adding (2.13) and (2.15), we have

∥Φt(X0)∥Y ≤


1 + p̄

c


h

µ0
− e−µ0t


1 + p̄

c


h

µ0
− ∥(X0)∥Y


= h

µ̃0
− e−µ0t


h

µ̃0
− ∥(X0)∥Y


, t ≥ 0. (2.16)

From (2.14) and (2.15), it follows that for any solution of (1.3) satisfying X0 ∈ Ω , Φt(X0) ∈ Ω for all t ≥ 0.
This concludes the positive invariance of set Ω for semi-flow Φ.

Moreover, it follows from (2.13) and (2.15) that

lim sup
t→∞

{T (t) + ∥i(·, t)∥L1} ≤
h

µ0
and lim sup

t→∞
∥Φt(X0)∥Y ≤

h

µ̃0
,

for any X0 ∈ Y. Therefore, Φ is point dissipative and Ω attracts all points in Y. This completes the
proof. �

By (v) of Assumption 2.1 and the proof of Proposition 2.1, we can actually have the following proposition.

Proposition 2.2. For any A ≥ h
µ̃0

. If X0 ∈ Y and ∥X0∥Y ≤ A, then the following statements hold true for
all t ≥ 0:
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(1) T (t) ≤ A,
∞

0 i(a, t)da ≤ A, and V (t) ≤ A;
(2) P (t) ≤ q̄A and L(t) ≤ p̄A;
(3) i(0, t) ≤ β̄A2, where β̄ = β1 + β2q̄.

As presented in (iii) of Assumption 2.1, functions q(·) and p(·) are assumed to be Lipschitz continuous.
This allows the initial conditions for i to be taken in L1

+(0,∞). Then, the functions P (t) and L(t), related
to the boundary conditions i(0, t), can be shown to be Lipschitz continuous.

Proposition 2.3. The functions P (t) and L(t) are Lipschitz continuous on R+.

Proof. Let A ≥ max{ hµ̃0
, ∥X0∥Y}. It follows from Proposition 2.1 that ∥Φt(X0)∥Y ≤ A for all t ≥ 0.

Let t ≥ 0 and u > 0. We can check that

P (t+ u)− P (t) =
 ∞

0
q(a)i(a, t+ u)da−

 ∞
0

q(a)i(a, t)da

=
 u

0
q(a)i(a, t+ u)da+

 ∞
u

q(a)i(a, t+ u)da−
 ∞

0
q(a)i(a, t)da

=
 u

0
q(a)i(0, t+ u− a)Ω(a)da+

 ∞
u

q(a)i(a, t+ u)da−
 ∞

0
q(a)i(a, t)da. (2.17)

By applying q(a) ≤ q̄, i(0, t+ u− a) ≤ β̄A2 and Ω(a) ≤ 1 for the first integral, and making the substitution
σ = a− u for the second integral to (2.17), we get

P (t+ u)− P (t) ≤ q̄β̄A2h+
 ∞

0
q(σ + u)i(σ + h, t+ u)dσ −

 ∞
0

q(a)i(a, t)da.

It follows from (2.3) that

i(σ + u, t+ u) = i(σ, t)Ω(σ + u)
Ω(σ) .

Thus,

P (t+ u)− P (t) ≤ q̄β̄A2u+
 ∞

0


q(a+ u)Ω(a+ u)

Ω(a) − q(a)

i(a, t)da

= q̄β̄A2u+
 ∞

0


q(a+ u)e−

 a+u

a
θ(τ)dτ − q(a)


i(a, t)da

= q̄β̄A2u+
 ∞

0
q(a+ u)


e
−
 a+u

a
θ(τ)dτ − 1


i(a, t)da

+
 ∞

0
(q(a+ u)− q(a))i(a, t)da. (2.18)

From (ii) of Assumption 2.1, it is easy to check that−θ̄u ≤ −
 a+u
a

θ(τ)dτ ≤ 0. Note that 1 ≥ e−
 a+u

a
θ(τ)dτ ≥

e−θ̄u ≥ 1− θ̄u. Therefore,

0 ≤ q(a+ u)|e−
 a+u

a
θ(τ)dτ − 1| ≤ q̄θ̄u.

Recall that
∞

0 i(a, t)da ≤ ∥Φt(X0)∥Y ≤ A. By the Lipschitz continuity of function q(·) on R+ with Lipschitz
coefficients Mq (see (iii) of Assumption 2.1), we have

∞
0 (q(a+ u)− q(a))i(a, t)da ≤MquA. Combining the

above inequalities, we obtain

P (t+ u)− P (t) ≤ q̄β̄A2u+ q̄θ̄Au+MqAu, (2.19)
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implying that P (t) is Lipschitz continuous with coefficient LP = (q̄β̄A+ q̄θ̄+Mq)A. The proof of Lipschitz
continuity of L(t) is similar to that of P (t). Furthermore, L(t) is Lipschitz continuous with coefficient
LL = (p̄β̄A+ p̄θ̄ +Mp)A. The proof is completed. �

The following proposition will be used in the next section, which comes from [22].

Proposition 2.4. Let D ⊆ R. For j = 1, 2, suppose fj : D → R is a bounded Lipschitz continuous function
with bound Kj and Lipschitz coefficient Mj. Then the product function f1f2 is Lipschitz with coefficient
K1M2 +K2M1.

3. Relative compactness of the orbit

The proof of the global stability of each equilibrium will reply on the Lyapunov function technique
combined with the LaSalle invariance principle. Since the phase space is the infinite dimensional Banach
space Y, according to [23, Theorem 4.2 of Chapter IV], we first need to confirm the relative compactness of
the orbit {Φ(t,X0) : t ≥ 0} in Y in order to make use of the invariance principle. To this end, we decompose
Φ : R+ × Y → Y into the following two operators Θ ,Ψ : R+ × Y → Y:

Θ (t,X0) := (0, ϕ̃i(·, t), 0) , (3.1)
Ψ (t,X0) :=


T (t), ĩ(·, t), V (t)


, (3.2)

where

ϕ̃i (a, t) :=


0, t > a ≥ 0;
i (a, t) , a ≥ t ≥ 0.

and ĩ (a, t) :=

i (a, t) , t > a ≥ 0;
0, a ≥ t ≥ 0.

(3.3)

Then we have Φ (t,X0) = Θ (t,X0) + Ψ (t,X0) , ∀t ≥ 0. Note that ĩ(a, t) can be written as

ĩ (a, t) :=


(β1V (t− a) + β2P (t− a))T (t− a)Ω(a), t > a ≥ 0;
0, a ≥ t ≥ 0.

(3.4)

Following the line of [24, Proposition 3.13], we are now in the position to state and prove the following
main Theorem of this section.

Theorem 3.1. Let Φ, Ω , Θ and Ψ be defined by (2.8), (2.10), (3.1) and (3.2), respectively. Then for any
X0 ∈ Ω , {Φ (t,X0) : t ≥ 0} has compact closure in Y if the following two conditions hold:

(i) There exists a function ∆ : R+×R+ → R+ such that for any r > 0, limt→∞∆ (t, r) = 0, and if X0 ∈ Ω
with ∥X0∥Y ≤ r, then ∥Θ (t,X0)∥Y ≤ ∆ (t, r) for t ≥ 0;

(ii) For t ≥ 0, Ψ (t, ·) maps any bounded sets of Ω into sets with compact closure in Y.

To give the proof of Theorem 3.1, we turn to prove the following two lemmas.

Lemma 3.1. Let Ω and Θ be defined by (2.10) and (3.1), respectively. For r > 0, let ∆ (t, r) := e−µ0tr. Then,
limt→∞∆ (t, r) = 0 and for t ≥ 0, ∥Θ (t,X0)∥Y ≤ ∆ (t, r) provided X0 ∈ Ω with ∥X0∥Y ≤ r.

Proof. It is obvious that limt→∞∆ (t, r) = 0. It follows from (2.3) that

ϕ̃i(a, t) =


0, t > a ≥ 0;

i0(a− t) Ω(a)
Ω(a− t) , a ≥ t ≥ 0.
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Then, for X0 ∈ Ω satisfying ∥X0∥Y ≤ r, we have

∥Θ (t,X0)∥Y = |0|+
 ∞

0
|ϕ̃i (a, t)|da+ |0|

=
 ∞
t

i0(a− t) Ω(a)
Ω(a− t)

da
=
 ∞

0

i0(σ)Ω(σ + t)
Ω(σ)

dσ
=
 ∞

0

i0(σ)e−
 σ+t

σ
θ(τ)dτ

dσ
≤ e−µ0t

 ∞
0
|i0(σ)|dσ

≤ e−µ0t ∥X0∥Y ≤ e
−µ0tr = ∆ (t, r) , t ≥ 0

which completes the proof. �

We next prove the following lemma, which is based on Theorem B.2 from [19].

Lemma 3.2. Let Ω and Ψ be defined by (2.10) and (3.2), respectively. Then, for t ≥ 0, Ψ (t, ·) maps any
bounded set of Ω into a set with compact closure in Y.

Proof. From Proposition 2.1, it is easily seen that T (t) and V (t) remain in the compact set [0, h/µ̃0] ⊂ [0, A].
Thus, we only have to show that ĩ (a, t) remain in a precompact subset of L1

+ (0,∞), which is independent
of X0 ∈ Ω . To this end, it suffices to verify the following conditions (see e.g., [19, Theorem B.2]):

(i) The supremum of
∞

0 ĩ (a, t) da with respect to X0 ∈ Ω is finite;
(ii) limu→∞

∞
u
ĩ (a, t) da = 0 uniformly with respect to X0 ∈ Ω ;

(iii) limu→0+
∞

0
̃i (a+ u, t)− ĩ (a, t)

 da = 0 uniformly with respect to X0 ∈ Ω ;
(iv) limu→0+

 u
0 ĩ (a, t) da = 0 uniformly with respect to X0 ∈ Ω .

Let A ≥ a/µ̃0. Combining (2.2), (2.3), and (3.4) with Proposition 2.2, we have

ĩ(a, t) ≤ (β1 + β2q̄)A2e−µ0a, (3.5)

from which the aforementioned conditions (i), (ii) and (iv) follow.

Next, we verify condition (iii). For sufficiently small u ∈ (0, t), we have ∞
0

̃i(a+ u, t)− ĩ(a, t)
da

=
 t−u

0
|(β1T (t− a− u)V (t− a− u) + β2T (t− a− u)P (t− a− u))Ω(a+ u)

− (β1T (t− a)V (t− a) + β2T (t− a)P (t− a))Ω(a)|da

+
 t
t−u
|0− (β1T (t− a)V (t− a) + β2T (t− a)P (t− a))Ω(a)|da

≤
 t−u

0

(β1T (t− a− u)V (t− a− u) + β2T (t− a− u)P (t− a− u))Ω(a+ u)

− (β1T (t− a)V (t− a) + β2T (t− a)P (t− a))Ω(a)
da+ β̄A2u

≤ β̄A2u+ ∆ + Ξ , (3.6)
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where

∆ =
 t−u

0
(β1T (t− a− u)V (t− a− u) + β2T (t− a− u)P (t− a− u))|Ω(a+ u)− Ω(a)|da

and

Ξ =
 t−u

0
|(β1T (t− a− u)V (t− a− u) + β2T (t− a− u)P (t− a− u))

− (β1T (t− a)V (t− a) + β2T (t− a)P (t− a))|Ω(a)da

≤
 t−u

0
|β1T (t− a− u)V (t− a− u)− β1T (t− a)V (t− a)|Ω(a)da

+
 t−u

0
|β2T (t− a− u)P (t− a− u)− β2T (t− a)P (t− a)|Ω(a)da := Ξ1.

Noting that 0 ≤ Ω(a) = e−
 a

0
θ(τ)dτ ≤ e−µ0a, and Ω(a) is non-increasing function with respect to a, we have t−a

0
|Ω(a+ u)− Ω(a)|da =

 t−u
0

(Ω(a)− Ω(a+ u))da

=
 t−u

0
Ω(a)da−

 t−u
0

Ω(a+ u)da

=
 t−u

0
Ω(a)da−

 t
u

Ω(a)da

=
 t−u

0
Ω(a)da−

 t−u
u

Ω(a)da−
 t
t−u

Ω(a)da

=
 u

0
Ω(a)da−

 t
t−u

Ω(a)da ≤ u.

Hence, combining the above with (3.6) yields ∞
0

̃i(a+ u, t)− ĩ(a, t)
da ≤ 2β̄A2u+ Ξ1.

For Ξ1, combining Proposition 2.2 with the expression for dT (t)
dt , we find that |dT (t)

dt | is bounded by
MT = u+dA+β1A

2+β2q̄A
2, and therefore T (·) is Lipschitz on [0,∞) with coefficientMT . By Proposition 2.4,

there exist two Lipschitz coefficients MV ,MP for V, P respectively. Thus, T (·)V (·) and T (·)P (·) are Lipschitz
on [0,∞) with coefficient MTV = AMV +AMT and MTP = AMP + q̄AMT . Setting M = β1MTV +β2MTP ,
we then have

Ξ1 ≤Mu

 t−u
0

e−µ0ada ≤ Mu

µ0
.

Finally, we get  ∞
0
|̃i(a+ u, t)− ĩ(a, t)|da ≤


2β̄A2 + M

µ0


u,

which converges to 0 as u → 0+. Let Y0 ⊂ Y be a bounded closed set and A > h/µ0 be a bound for
Y0. We note that M depends on A, which depends on the set Y0, but not on X0. Therefore, the above
inequality holds for any X0 ∈ Y0. This implies that ĩ remains in a pre-compact subset Ci of L1

+. Thus,
Ψ(t, Y0) ⊆ [0, A]× Ci × [0, A], which has compact closure in Y. This completes the proof. �

Combining Proposition 2.1, Lemmas 3.1 and 3.2 with the theory of global attractors in Hale [25] and
Smith and Thieme [19], we obtain the following theorem for the semi-flow {Φ(t)}t≥0.



J. Wang et al. / Nonlinear Analysis: Real World Applications 34 (2017) 75–96 87

Theorem 3.2. The semi-flow {Φ(t)}t≥0 has a global attractor A in Y, which attracts all bound subsets of Y.

4. Uniform persistence

In this section we prove the uniform persistence of system (1.3) under ℜ0 > 1. To this end, we let
î(t) := i(0, t) and rewrite (1.5) as

i(a, t) =


î(t− a)Ω(a), t ≥ a ≥ 0;

i0(a− t) Ω(a)
Ω(a− t) , a ≥ t ≥ 0,

(4.1)

where Ω(a) is defined by (2.1).
Substituting (4.1) into the boundary condition in (1.4), we obtain the following system of integral equa-

tions of î(t):

î(t) = β1T (t)V (t) + β2T (t)
 t

0
q(a)Ω(a)̂i(t− a)da+

 ∞
t

q(a) Ω(a)
Ω(a− t) i0(a− t)da


. (4.2)

In addition, note that the first equation of (1.3) can be rewritten as

dT (t)
dt = h− dT (t)− î(t). (4.3)

So we have the following result on the weak persistence of î(t).

Lemma 4.1. If ℜ0 > 1, then there exists a positive constant ϵ0 > 0 such that

lim sup
t→∞

î(t) > ϵ0. (4.4)

Proof. By (4.2) and the positivity of coefficients, we obtain

î(t) ≥ β1T (t)V (t) + β2T (t)
 t

0
q(a)Ω(a)̂i(t− a)da. (4.5)

From the third equation of (1.3), we have

V (t) ≥
 t

0
e−c(t−τ)

 τ
0
p(a)i(a, τ)dadτ =

 t
0
e−c(t−τ)

 τ
0
p(a)Ω(a)̂i(τ − a)dadτ. (4.6)

Combining (4.5) and (4.6), we obtain the following integral inequality for î(t):

î(t) ≥ β1T (t)
 t

0
e−c(t−τ)

 τ
0
p(a)Ω(a)̂i(τ − a)dadτ + β2T (t)

 t
0
q(a)Ω(a)̂i(t− a)da. (4.7)

In what follows, we prove that for the solution î(t) satisfying (4.7), there exists a positive constant ϵ0 > 0
such that (4.4) holds.

Since ℜ0 > 1, by (1.7)–(1.9) and (2.1), for sufficiently small ϵ0 ∈ (0, h), there holds

β1

c

h− ϵ0
d

 ∞
0

p(a)Ω(a)da+ β2
h− ϵ0
d

 ∞
0

q(a)Ω(a)da > 1. (4.8)

For such an ϵ0, we show that (4.4) holds. For the sake of contradiction, assume that there exists a sufficiently
large constant T > 0 such that î(t) ≤ ϵ0 for all t ≥ T . Then, it follows from (4.3) that

dT (t)
dt ≥ h− dT (t)− ϵ0 for all t ≥ T,
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implying that lim inft→∞ T (t) ≥ h−ϵ0d . Thus, for any ϵ1 > 0, there exists T1 > 0 such that T (t) ≥ h−ϵ0−ϵ1d

for all t ≥ T1. It follows from (4.7) that

î(t) ≥ β1
h− ϵ0 − ϵ1

d

 t
0
e−c(t−τ)

 τ
0
p(a)Ω(a)̂i(τ − a)dadτ

+β2
h− ϵ0 − ϵ1

d

 t
0
q(a)Ω(a)̂i(t− a)da, for t ≥ T1. (4.9)

Note that one can always perform a time-shift to system (1.3) with respect to T1, that is, replacing the
initial condition for system (1.3) by X1 := Φ(T,X0) ∈ Y+, and we are interested in the long time behavior
of the system. Thus, without loss of generality, we can assume that (4.9) holds for all t ≥ 0. Taking the
Laplace transforms in both sides of (4.9) and making use of the convolution theorem, we then obtain

L[̂i] ≥ β1
h− ϵ0 − ϵ1

d

 +∞

0
e−λt

 t
0
e−c(t−τ)

 τ
0
p(a)Ω(a)̂i(τ − a)dadτdt

+β2
h− ϵ0 − ϵ1

d

 ∞
0

q(a)Ω(a)e−λada L[̂i],

= β1
h− ϵ0 − ϵ1

d

 +∞

0
e−λte−ctdt×

 +∞

0
e−λt

 t
0
p(a)Ω(a)̂i(t− a)dadt

+β2
h− ϵ0 − ϵ1

d

 ∞
0

q(a)Ω(a)e−λada L[̂i],

= β1
h− ϵ0 − ϵ1

d

1
c+ λ

 +∞

0
e−λtp(a)Ω(a)da L[̂i] + β2

h− ϵ0 − ϵ1
d

 ∞
0

q(a)Ω(a)e−λada L[̂i],

where L[̂i] denotes the Laplace transform of î, which is strictly positive because of (4.2) and Assumption 2.1.
Dividing both sides by L[̂i] and letting λ→ 0, we obtain

1 ≥ β1

c

h− ϵ0 − ϵ1
d

 ∞
0

p(a)Ω(a)da+ β2
h− ϵ0 − ϵ1

d

 ∞
0

q(a)Ω(a)da. (4.10)

Since ϵ1 > 0 is arbitrary, letting ϵ1 → 0+, we then obtain

1 ≥ β1

c

h− ϵ0
d

 ∞
0

p(a)Ω(a)da+ β2
h− ϵ0
d

 ∞
0

q(a)Ω(a)da, (4.11)

which contradicts (4.8). This completes the proof. �

Next, in order to apply the technique used in Smith and Thieme [19, Chapter 9] (see also McCluskey [22,
Section 8]), we consider total Φ-trajectories of system (1.3) in space Y, where Φ is a continuous semi-flow
defined by (2.8). Let φ : R→ Y be a total Φ-trajectory such that φ(r) := (T (r), i(·, r), V (r)), r ∈ R. Then,
it follows that φ(r + t) = Φ(t, φ(r)), t ≥ 0, r ∈ R and

i(a, r) = i (0, r − a) Ω(a) = î(r − a)Ω(a), r ∈ R, a ≥ 0.

Hence, from (4.2)–(4.3), we have

dT (r)
dr = h− dT (r)− î(r),

î(r) = β1T (r)V (r) + β2T (r)
 ∞

0
q(a)Ω(a)̂i(r − a)da,

dV (r)
dr =

 ∞
0

p(a)Ω(a)̂i(r − a)da− cV (r).

r ∈ R. (4.12)

From the above, we can establish the following lemma.
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Lemma 4.2. Let φ be a total Φ-trajectory in Y. Then (I) T (r) is strictly positive on R, and (II) î(r) = 0 for
all r ≥ 0 if î(r) = 0 for all r ≤ 0.

Proof. We first prove that T (r) is strictly positive on R. By way of contradiction, suppose (i) is not true.
Then, there exists a number r∗ ∈ R such that T (r∗) = 0. By (4.12), we then have T ′(r∗) = h > 0. Thus, for
sufficiently small η > 0, T (r∗ − η) < 0. This contradicts to the fact that the total Φ-trajectory φ remains in
Y. Thus, T (r) must be strictly positive on R, proving (I).

To prove (II), assume that î(r) = 0 for all r ≤ 0. Then, by the positivity of T (r) and the second equation
in (4.12), we know that V (r) = 0 for r ≤ 0. This together with the third equation in (4.12) further implies
that V (r) = 0 for all r ∈ R, and accordingly, reduces the second equation to

î(r) = β2T (r)
 r
−∞ q(r − a)Ω(r − a)̂i(a)da, r ∈ R.

By this integral equation and the condition that î(r) = 0 for all r ≤ 0, we then conclude that we actually
have î(r) = 0 for all r ∈ R. �

A total Φ-trajectory φ enjoys the following nice properties:

Lemma 4.3. For a total Φ-trajectory φ in Y, î(r) is either strictly positive or identical to zero on R.

Proof. For any r∗ ∈ R, by Lemma 4.2 and a shift, we see that î(r) = 0 for all r ≥ r∗ if î(r) = 0 for all r ≤ r∗.
This implies that either (A) î(r) is identically zero on R; or (B) there exists a decreasing sequence {rj}∞j=1
such that rj → −∞ as j →∞ and î(rj) > 0. For the case (B), denoting îj(t) := î(t+ rj), t ≥ 0, we have

îj(t) ≥ β2T

 t
0
q(a)Ω(a)̂ij(t− a)da+ ĵj(t), t ≥ 0,

where T := infr∈R T (r) > 0 and

ĵj(t) := β1T (t+ rj)V (t+ rj) + β2T (t+ rj)
 ∞
t

q(a)Ω(a)̂ij(t− a)da, t ≥ 0.

Then, since ĵj(0) = î(rj) > 0 and ĵj(t) is continuous at 0. It follows from Corollary B.6 of Smith and
Thieme [19] that there exists a number r∗ > 0, which depends only on β2Tq(a)Ω(a), such that îj(t) > 0 for
all t > r∗. From the definition of îj , it follows that î(t) > 0 for all t > r∗ + rj . By rj → −∞ as j →∞, we
obtain that î(r) > 0 for all r ∈ R. �

Now, let us define a function ρ : Y → R+ on Y by

ρ (x, ϕ, ψ) := β1xψ + β2x

 ∞
0

q(a)ϕ(a)da, (x, ϕ, ψ) ∈ Y.

Then, it is obvious that ρ (Φt(X0)) = î(t). Under ℜ0 > 1, Lemma 4.1 has established uniform weak ρ-
persistence for the semi-flow Φ. Now Theorem 3.2, Lemmas 4.2–4.3 and the Lipschitz continuity of î (see
Proposition 2.3) allow us to apply the results in [19, Theorem 5.2] to conclude that the uniform weak
ρ-persistence of semi-flow Φ indeed implies the uniform (strong) ρ-persistence, as stated in the following
theorem.

Theorem 4.1. If ℜ0 > 1, then semi-flow Φ is uniformly (strongly) ρ-persistent.

We can easily pass the ρ-persistence (i.e., with respect to î(a)) to the persistence of i(·, t) with respect to
∥·∥L1 . In fact, by (4.1) we have

∥i(·, t)∥L1 ≥
 t

0
î(t− a)Ω(a)da.
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Hence, from a variation of the Lebesgue–Fatou lemma [26, Section B.2], we obtain

lim inf
t→∞

∥i(·, t)∥L1 ≥ î∞
 ∞

0
Ω(a)da,

where î∞ := lim inft→∞ î(t). By Theorem 4.1, there exists a positive constant ϵ > 0 such that î∞ > ϵ if
ℜ0 > 1, and hence, the persistence of i(a, t) with respect to ∥·∥L1 follows.

The combining the persistence of î(r) and the first and the third equation in (4.12), we can easily see
that T (t) and V (t) are also persistent with respect to | · | and | · |. Therefore, we have actually proved the
following theorem.

Theorem 4.2. Assume that ℜ0 > 1. Then, the semiflow {Φ(t)}t≥0 generated by (1.3) is uniformly persistent
in Y in the sense that there exists a constant ϵ > 0 such that

lim inf
t→+∞

T (t) ≥ ϵ, lim inf
t→+∞

∥i(·, t)∥L1 ≥ ϵ, lim inf
t→+∞

V (t) ≥ ϵ

for each X0 ∈ Y.

5. Global stability of equilibria of (1.3)

In this section, we prove the global stability of the infection-free equilibrium E0 under ℜ0 ≤ 1 and that
of the infection equilibrium E∗ when ℜ0 > 1, as stated in Theorem 1.1.

5.1. Proof of Theorem 1.1-(i)

Let g(x) = x − 1 − ln x. Note that g : R+ → R+ is continuous and concave up. Also, g has a unique
minimum at 1, with g(x) ≥ g(1) = 0 for x ∈ R+.

We construct the following Lyapunov function L = L1 + L2 + L3, where

L1 = T0g


T

T0


, L2 =

 ∞
0

φ(a)i(a, t)da, and L3 = β1T0

c
V (t).

Here, the nonnegative kernel functions φ(a) will be determined later. We calculate the time derivative of L1
along the positive solutions of (1.3) and show that dL

dt

(1.3) ≤ 0. First, we get

dL1

dt

(1.3) =


1− T0

T


dT0 − dT − β1TV − β2T

 ∞
0

q(a)i(a, t)da


= −d(T − T0)2

T
− β1TV − β2T

 ∞
0

q(a)i(a, t)da+ β1T0V + β2T0

 ∞
0

q(a)i(a, t)da

= −d(T − T0)2

T
− i(0, t) + β1T0V + β2T0

 ∞
0

q(a)i(a, t)da.

Secondly, using the second equation of (1.3) and the method of integration by parts yield
dL2

dt

(1.3) =

 ∞
0

φ(a)∂i(a, t)
∂t

da = −
 ∞

0
φ(a)


θ(a)i(a, t) + ∂i(a, t)

∂a


da

= −φ(a)i(a, t)
∞
0 +

 ∞
0

dφ(a)
da i(a, t)da−

 ∞
0

φ(a)θ(a)i(a, t)da

= φ(0)i(0, t) +
 ∞

0


dφ(a)

da − φ(a)θ(a)

i(a, t)da.

For L3 we have
dL3

dt

(1.3) = β1T0

c

 ∞
0

p(a)i(a, t)da− cV


= β1T0

c

 ∞
0

p(a)i(a, t)da− β1T0V.
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Consequently, we obtain

dL
dt

(1.3) = −d(T − T0)2

T
− i(0, t) + β1T0V + β2T0

 ∞
0

q(a)i(a, t)da

+ φ(0)i(0, t) +
 ∞

0


dφ(a)

da − φ(a)θ(a)

i(a, t)da+ β1T0

c

 ∞
0

p(a)i(a, t)da− β1T0V

= −d(T − T0)2

T
− i(0, t) + φ(0)i(0, t)

+
 ∞

0


dφ(a)

da − φ(a)θ(a) + β2T0q(a) + β1T0

c
p(a)


i(a, t)da.

Now choose

φ(a) =
 ∞
a


β1T0

c
p(u) + β2T0q(u)


e
−
 u
a
θ(ω)dωdu.

Differentiation gives

dφ(a)
da = φ(a)θ(a)− β2T0q(a)− β1T0

c
p(a).

Note that

φ(0) =
 ∞

0


β1T0

c
p(u) + β2T0q(u)


e
−
 u

0
θ(ω)dωdu

= β1T0

c

 ∞
0

p(u)Ω(u)du+ β2T0

 ∞
0

q(u)Ω(u)du

= β1T0Q

c
+ β2T0K = ℜ0. (5.1)

Adopting this φ(a), we obtain

dL
dt

(1.3) = −d(T − T0)2

T
+

φ(0)− 1


i(0, t)

= −d(T − T0)2

T
+

ℜ0 − 1


i(0, t) ≤ 0, if ℜ0 ≤ 1. (5.2)

Notice that dL
dt

(1.3) = 0 implies that T = T0. It can be verified that the largest invariant subset of

{dL
dt

(1.3) = 0} is the singleton {E0}. Therefore, by the Lyapunov–LaSalle asymptotic stability theorem [23,

Theorem 4.2 of Chapter IV], the infection-free equilibrium E0 is globally asymptotically stable if ℜ0 ≤ 1. If
ℜ0 > 1, then by continuity and (5.2), dL

dt

(1.3) > 0 in a neighborhood of E0. Positive solutions of (1.3) close

to E0 move away from E0, implying that E0 is unstable. This completes the proof.

5.2. Proof Theorem 1.1-(ii)

In this subsection, we prove the global stability of the infection equilibrium E∗ under ℜ0 > 1. Our next
lemma is a computational result that will be used in what follows to simply the calculation of Lyapunov
arguments.

Lemma 5.1. The following equation holds. ∞
0

β1T
∗p(a)
c

i∗(a)

1− i∗(0)TV

i(0, t)T ∗V ∗


da+

 ∞
0

β2T
∗q(a)i∗(a)


1− Ti∗(0)i(a, t)

T ∗i(0, t)i∗(a)


da = 0. (5.3)
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Proof. It follows from (1.8) that ∞
0

β1T
∗p(a)
c

i∗(a)

1− i∗(0)TV

i(0, t)T ∗V ∗


da+

 ∞
0

β2T
∗q(a)i∗(a)


1− Ti∗(0)i(a, t)

T ∗i(0, t)i∗(a)


da

=
 ∞

0

β1T
∗p(a)
c

i∗(a)da+
 ∞

0
β2T

∗q(a)i∗(a)da

− i∗(0)
i(0, t)

∞
0 β1p(a)i∗(a)TV da

cV ∗
+
 ∞

0
β2Tq(a)i(a, t)da


= i∗(0)− i∗(0)

i(0, t) i(0, t) = 0.

This completes the proof. �

We now give the proof of (ii) of Theorem 1.1. Let G[x, y] = x − y − y ln(x/y) for x, y > 0. It is easy to
verify that xGx[x, y] + yGy[x, y] = G[x, y].

Next, we construct a Lyapunov function W = W1 +W2 +W3, where

W1 = G[T, T ∗], W2 =
 ∞

0
ψ(a)G[i(a, t), i∗(a)]da, and W3 = β1T

∗

c
G[V, V ∗].

Here nonnegative kernel functions ψ(a) will be determined later. Now we calculate the differentiation of
Wi, i = 1, 2, 3, along the solutions of (1.3), respectively. First, we have

dW1

dt

(1.3) =


1− T ∗

T


h− dT − β1TV − β2T

 ∞
0

q(a)i(a, t)da


=


1− T ∗

T


h− dT − i(0, t)


=


1− T ∗

T


dT ∗ − dT + i∗(0)− i(0, t)


= −d(T − T ∗)2

T
+ i∗(0)− i(0, t)− i∗(0)T

∗

T
+ i(0, t)T

∗

T
.

Using (2.3) and (2.4), we can rewrite W2 as

W2 =
 t

0
ψ(a)G[i(0, t− a)Ω(a), i∗(a)]da+

 ∞
t

ψ(a)G

i0(a− t)e−

 a
a−t
θ(ω)dω

, i∗(a)


da

=
 t

0
ψ(t− r)G[i(0, r)Ω(t− r), i∗(t− r)]dr +

 ∞
0

ψ(t+ r)G

i0(r)e−

 t+r
r
θ(ω)dω

, i∗(t+ r)


dr.

It follows from the relations i∗(a) = i∗(0)e−
 a

0
θ(ω)dω and Ω(0) = 1 that

dW2

dt

(1.3) = ψ(0)G[i(0, t), i∗(0)] +

 t
0
ψ′(t− r)G


i(0, r)e−

 t−r
0
θ(ω)dω

, i∗(t− r)


dr

−
 t

0
ψ(t− r)θ(t− r)


i(0, r)e−

 t−r
0
θ(ω)dω

Gx


i(0, r)e−

 t−r
0
θ(ω)dω

, i∗(t− r)


+ i∗(t− r)Gy[i(0, r)e−
 t−r

0
θ(ω)dω

, i∗(t− r)]

dr

+
 ∞

0
ψ′(t+ r)G


i0(r)e−

 t+r
r
θ(ω)dω

, i∗(t+ r)


dr

−
 ∞

0
ψ(t+ r)θ(t+ r)


i0(r)e−

 t+r
r
θ(ω)dω

Gx[i0(r)e−
 t+r
r
θ(ω)dω

, i∗(t+ r)]
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+ i∗(t+ r)Gy

i0(r)e−

 t+r
r
θ(ω)dω

, i∗(t+ r)


dr

= ψ(0)G[i(0, t), i∗(0)] +
 ∞

0


ψ′(a)− ψ(a)θ(a)


G[i(a, t), i∗(a)]da.

The last equality follows from (2.3) and the fact that xGx[x, y] + yGy[x, y] = G[x, y]. For W3, we have

dW3

dt

(1.3) = β1T

∗

c


1− V ∗

V

 ∞
0

p(a)i(a, t)da− cV (t)


= β1T
∗

c

 ∞
0

p(a)i(a, t)da− β1T
∗V + β1T

∗V ∗ − β1T
∗V ∗

cV

 ∞
0

p(a)i(a, t)da.

Now we choose

ϕ(a) =
 ∞
a


β1T

∗

c
p(u) + β2T

∗q(u)

e
−
 u
a
θ(ω)dωdu.

Differentiating the above equation gives

dϕ(a)
da = ϕ(a)θ(a)− β2T

∗q(a)− β1T
∗p(a)
c

,

that is,

dϕ(a)
da − ϕ(a)θ(a) = −


β1T

∗

c
p(a) + β2T

∗q(a)

. (5.4)

Similar to (5.1), we have

ϕ(0) =
 ∞

0


β1T

∗

c
p(u) + β2T

∗q(u)

e
−
 u

0
θ(ω)dωdu

= β1T
∗

c

 ∞
0

p(u)Ω(u)du+ β2T
∗
 ∞

0
q(u)Ω(u)du

= β1T
∗Q

c
+ β2T

∗K = T ∗
ℜ0

T0
= 1.

Hence
dW2

dt

(1.3) =

 ∞
0


β1T

∗

c
p(a) + β2T

∗q(a)

i∗(a)− i(a, t) + i∗(a) ln i(a, t)

i∗(a)


da

+ i(0, t)− i∗(0)− i∗(0) ln i(0, t)
i∗(0) .

Consequently, we obtain

dW
dt

(1.3) = −d(T − T ∗)2

T
+ i∗(0)− i(0, t)− i∗(0)T

∗

T
+ i(0, t)T

∗

T

+
 ∞

0


β1T

∗

c
p(a) + β2T

∗q(a)

i∗(a)− i(a, t) + i∗(a) ln i(a, t)

i∗(a)


da

+ i(0, t)− i∗(0)− i∗(0) ln i(0, t)
i∗(0)

+ β1T
∗

c

 ∞
0

p(a)i(a, t)da− β1T
∗V + β1T

∗V ∗ − β1T
∗V ∗

cV

 ∞
0

p(a)i(a, t)da

= −d(T − T ∗)2

T
− i∗(0)T

∗

T
+ i(0, t)T

∗

T
− i∗(0) ln i(0, t)

i∗(0)

+
 ∞

0

β1T
∗p(a)
c


i∗(a)− i(a, t) + i∗(a) ln i(a, t)

i∗(a)


da
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+
 ∞

0
β2T

∗q(a)

i∗(a)− i(a, t) + i∗(a) ln i(a, t)

i∗(a)


da

+
 ∞

0

β1T
∗p(a)
c

i(a, t)da−
 ∞

0

β1T
∗V ∗p(a)
cV

i(a, t)da− β1T
∗V + β1T

∗V ∗.

Using the equilibrium equations V ∗ =
∞

0
p(a)i∗(a)
c da and i∗(0) = β1T

∗V ∗ + β2T
∗ ∞

0 q(a)i∗(a)da, we have

dW
dt

(1.3) = −d(T − T ∗)2

T
−
 ∞

0

β1T
∗p(a)
c

i∗(a)T
∗

T
da−

 ∞
0

β2T
∗q(a)i∗(a)T

∗

T
da

+ β1T
∗V +

 ∞
0

β2T
∗q(a)i(a, t)da

−
 ∞

0

β1T
∗p(a)
c

i∗(a) ln i(0, t)
i∗(0) da−

 ∞
0

β2T
∗q(a)i∗(a) ln i(0, t)

i∗(0) da

+
 ∞

0

β1T
∗p(a)
c


i∗(a)− i(a, t) + i∗(a) ln i(a, t)

i∗(a)


da

+
 ∞

0
β2T

∗q(a)

i∗(a)− i(a, t) + i∗(a) ln i(a, t)

i∗(a)


da

+
 ∞

0

β1T
∗p(a)
c

i(a, t)da−
 ∞

0

β1T
∗p(a)
c

V ∗

V
i(a, t)da− β1T

∗V

+
 ∞

0

β1T
∗p(a)
c

i∗(a)da.

Canceling and rearranging the terms in the above yield

dW
dt

(1.3) = −d(T − T ∗)2

T
+
 ∞

0

β1T
∗p(a)
c

i∗(a)


2 + ln i(a, t)
i∗(a) −

T ∗

T
− ln i(0, t)

i∗(0) −
V ∗i(a, t)
V i∗(a)


da

+
 ∞

0
β2T

∗q(a)i∗(a)


1 + ln i(a, t)
i∗(a) −

T ∗

T
− ln i(0, t)

i∗(0)


da

= −d(T − T ∗)2

T

+
 ∞

0
β2T

∗q(a)i∗(a)


1− T ∗

T
+ ln T

∗

T
+ 1− Ti∗(0)i(a, t)

T ∗i(0, t)i∗(a) + ln Ti∗(0)i(a, t)
T ∗i(0, t)i∗(a)


da

+
 ∞

0

β1T
∗p(a)
c

i∗(a)


1− T ∗

T
+ ln T

∗

T
+ 1− V ∗i(a, t)

V i∗(a) + ln V
∗i(a, t)
V i∗(a)

+ 1− i∗(0)TV
i(0, t)T ∗V ∗ + ln i∗(0)TV

i(0, t)T ∗V ∗


da

−
 ∞

0

β1T
∗p(a)
c

i∗(a)

1− i∗(0)TV

i(0, t)T ∗V ∗


da+

 ∞
0

β2T
∗q(a)i∗(a)


1− Ti∗(0)i(a, t)

T ∗i(0, t)i∗(a)


da

.

Using the equality in Lemma 5.1, we obtain

dW
dt

(1.3) = −d(T − T ∗)2

T
−
 ∞

0

β1T
∗p(a)
c

i∗(a)

g


T ∗

T


+ g


V ∗i(a, t)
V i∗(a)


+ g


i∗(0)TV
i(0, t)T ∗V ∗


da

−
 ∞

0
β2T

∗q(a)i∗(a)

g


T ∗

T


+ g


Ti∗(0)i(a, t)
T ∗i(0, t)i∗(a)


da ≤ 0.

It follows from the non-negativity of g that dW
dt

(1.3) ≤ 0. Combining the equation expressions of system

(1.3) and boundary conditions in (1.4), we can verify that dW
dt

(1.3) = 0 leads to T = T ∗ and

i(a, t)
i∗(a) = i(0, t)

i∗(0) = V

V ∗
= 1, for all a ≥ 0.
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That is, the largest invariant subset of {dW
dt

(1.3) = 0} is the singleton {E∗}. By [23, Theorem 4.2 of Chapter

IV], every positive solution of (1.3) approaches E∗ when ℜ0 > 1, meaning that E∗ is globally asymptotically
stable with respect to solutions with initial conditions T0, V0 > 0 and i0(a) > 0 bounded away from zero.

Remark 5.1. The key technique for constructing the suitable Lyapunov function in the proof of Theorem 1.1
is to choose proper φ(a) and ψ(a), which is mathematically determined according to coefficient function
θ(a), p(a) and q(a) with respect to the infection age a.

6. Discussion

In this paper, we have formulated an age-structured model for HIV-1 infection with two modes of viral
infection. One is the traditional virus-to-cell infection, and the other is cell-to-cell transmission via formation
of virological synapses. We have given a rigorous analysis on this model system, addressing issues such as
relative compactness, existence of a global attractor, and persistence; and most significantly, we have shown
that the global attractor is indeed a singleton, being either the infection free equilibrium if ℜ0 ≤ 1, or the
infection equilibrium if ℜ0 > 1. Thus, the global dynamics is fully determined by ℜ0.

A biological implication (importance) of such a global threshold dynamics is that one only needs to focus
on the dependence of the basic reproduction number on the model parameters. For example, if one wants
to focus on the impact of the virus kernel function p(a), one can follow the recent work Lai–Zou [27]. In-
deed, [27] explored, among other things, how p(a), in conjunction with the death rate function θ(a), affects
the burst size Q and hence the basic reproduction number R0. To be more specific, the following two forms
of functions for p(a) are used in [27]:

γ(a) =

m1


1− e−m2(a−τ)


if a ≥ τ,

0 if a < τ.
(6.1)

and

γ(a) =


k1(a− τ)

k2 + (a− τ)2 if a ≥ τ,

0 if a < τ.

(6.2)

With the above given forms, the results in [27] showed how the initial release time τ of the newly replicated
virus particles, in conjunction with the other two model parameters in (6.1) and (6.2), will affect the burst
size Q (and hence, R0). Similar things can be done on the impact of the kernel function q(a) on R0 through
K. The parameter values in (6.1) and (6.2) should be virus specific, and other forms of the kernels are also
possible depending on the virus. We will not go into too much details along this. The message is that such
results indicate that the age structure characterized by the kernel functions p(a), q(a) and θ(a) can have
significant impacts on the virus dynamics.
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